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ON MEANS OF BANACH-SPACE-VALUED FUNCTIONS

Ryotaro SATO

Abstract. We continue to study relations among exponential and poly-
nomial growth orders of the γ-th order Cesàro means (γ ≥ 0) and of the
Abel mean for a Banach-space-valued function u on the interval [0,∞).
We have already studied the problem for a continuous function u. Now
we assume that u is a locally integrable function in a Banach space or
an improperly locally integrable positive function in a Banach lattice.

1. Introduction and preliminaries

Let X be a Banach space. We define

Lloc
1 ([0,∞),X) :=

{
u : [0,∞) → X

∣∣∣∣
u is Bochner integrable on
[0, b] for all 0 < b < ∞

}
.

When X is a Banach lattice, we also define

Limprop. loc
1 ([0,∞),X+)

:=



u : [0,∞) → X+

∣∣∣∣∣∣

u is Bochner integrable on [a, b] for all

0 < a < b < ∞ and
∫ 1
0 u(s) ds :=

lima↓0

∫ 1
a u(s) ds exists (in X-norm)



 ,

where X+ denotes the positive cone of X. We note that Limprop. loc
1 ([0,∞),

X+) is not a subset of Lloc
1 ([0,∞),X) in general.

Unless the contrary is explicitely specified, we assume below that
(A) u is a function in Lloc

1 ([0,∞),X) with X a Banach space, or

(B) u is a function in Limprop. loc
1 ([0,∞),X+) with X a Banach lattice.

Assuming that u is continuous on [0,∞), we have studied relations among
exponetial and polynomial growth orders of the γ-th order Cesàro mean
(γ ≥ 0) and of the Abel mean for u (cf. Chen-Sato-Shaw [3]). In this paper
we continue to study the problem under the assumption that u satisfies (A)
or (B); the aim is to generalize the results of [3] to such a function u. (See
also Chen-Sato [2], Li-Sato-Shaw [5]–[7], and Sato [9]–[12].)
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Let γ ≥ 0 be a real number. Then the γ-th oder Cesàro mean c
γ
t of u over

[0, t] is defined as cγ0 := u(0) and, for t > 0,

c
γ
t = c

γ
t (u) :=

{
u(t) if γ = 0,

γt−γ
∫ t

0 (t− s)γ−1u(s) ds if γ > 0 and the integral exists
(1)

= (kγ+1(t))
−1(kγ ∗ u)(t),

where k0 := δ0, the Dirac measure at 0, and kγ(t) := tγ−1/Γ(γ) for t ≥ 0 if

γ > 0. In particular, it follows that c1t = t−1
∫ t
0 u(s) ds for all t > 0.

We note that under the assumption (A) [resp. (B)] the following hold.

(a) If 0 < γ < 1, then the Bochner integral
∫ t
0 (t− s)γ−1u(s) ds [resp.

∫ t
0 (t−

s)γ−1u(s) ds = lima↓0

∫ t
a(t−s)γ−1u(s) ds] does not necessarily exist for all t >

0, but exists for dt-almost all t > 0. (b) If γ ≥ 1, then the Bochner integral∫ t
0 (t − s)γ−1u(s) ds [resp.

∫ t
0 (t − s)γ−1u(s) ds = lima↓0

∫ t
a(t − s)γ−1u(s) ds]

exists for all t > 0, and the function t 7→
∫ t
0 (t − s)γ−1u(s) ds becomes

continuous on (0,∞) and satisfies

(2) lim
t↓0

∥∥∥∥
∫ t

0
(t− s)γ−1u(s) ds

∥∥∥∥ = 0.

Further we note that if u satisfies the additional hypothesis ‖χ[a, b]u‖∞ < ∞
for all 0 < a < b < ∞, then

∫ t
0 (t − s)γ−1u(s) ds exists for all γ > 0 and

t > 0, and the function t 7→
∫ t
0 (t − s)γ−1u(s) ds becomes continuous on

(0,∞); but in general (2) cannot be expected for 0 < γ < 1. (For example,
let u(s) := sβ−1 for s ≥ 0, where β > 0. Then u ∈ Lloc

1 ([0,∞),R+), and∫ t
0 (t − s)γ−1u(s) ds =

∫ t
0 (t − s)γ−1sβ−1 ds = tγ+β−1

∫ 1
0 (1 − s)γ−1sβ−1 ds =

tγ+β−1B(γ, β). It follows that limt↓0

∫ t
0 (t − s)γ−1u(s) ds = ∞ whenever

0 < γ < 1− β.)
For λ ∈ C with Reλ > 0 the Abel mean aλ of u is defined as

(3) aλ = aλ(u) := λ

∫ ∞

0
e−λsu(s) ds = λ lim

t→∞

∫ t

0
e−λsu(s) ds

if the limit exists. The abscissa of convergence σ(u) of the Laplace integral

û(λ) =
∫∞
0 e−λsu(s) ds := limt→∞

∫ t
0 e

−λsu(s) ds is defined as

σ(u) := inf
{
Reλ : lim

t→∞

∫ t

0
e−λsu(s) ds exists

}
.

u is said to be Laplace transformable if σ(u) < ∞. It is known that the
Laplace integral û(λ) exists for all λ ∈ C with Reλ > σ(u), and the vector-
valued function û : λ → û(λ) is analytic on the domain {λ ∈ C : Reλ >
σ(u)} (see e.g. Theorems 1.4.1 and 1.5.1 of [1]). If the function s 7→ e−λsu(s)
is Bochner integrable on [0,∞) for some λ = λ0, then, for all λ ∈ C with
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Reλ ≥ λ0, the Bochner integral
∫∞
0 e−λsu(s) ds exists and it agrees with û(λ)

by the dominated convergence theorem. In particular, we have λ0 ≥ σ(u).
The function u is said to be dt-exponentially bounded if ‖u(t)‖ ≤ Mewt

for some M > 0, w ∈ R and dt-almost all t ≥ 0. If there exist M > 0,
K > 0 and w ∈ R such that ‖u(t)‖ ≤ Mewt for dt-almost all t ≥ K, then u
is said to be dt-exponentailly bounded (at ∞), and we write ‖u(t)‖ = O(ewt)
(mod dt) as t → ∞. We then define the dt-exponential growth order w0(u)
of u (at ∞) as

w0(u) := inf{w ∈ R : ‖u(t)‖ = O(ewt) (mod dt) as t → ∞}.
It is clear that

∫∞
0 e−λsu(s) ds = limt→∞

∫ t
0 e

−λsu(s) ds exists for all λ with
Reλ > w0(u). It follows that σ(u) ≤ w0(u). When w0(u) ≤ 0, u is said to
be sub-exponential. When σ(u) ≤ 0, one can define the growth order α0(a·)
of a· (at 0) as

(4) α0(a·) := inf{α ∈ R : ‖aλ‖ = O(λ−α) as λ ↓ 0}.
Similarly, one can define the dt-polynomial growth order α0(u) of u (at ∞)
as

(5) α0(u) := inf{α ∈ R : ‖u(t)‖ = O(tα) (mod dt) as t → ∞},
where ‖u(t)‖ = O(tα) (mod dt) as t → ∞ [resp. t → +0] means that there
exist M > 0 and K > 0 such that ‖u(t)‖ ≤ Mtα for dt-almost all t ≥ K
[resp. 0 < t ≤ K]. If α0(u) < ∞, then u is said to be dt-polynomially
bounded (at ∞).

Finally, ‖u(t)‖ = o(tα) (mod dt) as t → ∞ [resp. t → +0] means that
for any ǫ > 0 there exists K > 0 such that ‖u(t)‖ < ǫ tα for dt-almost all
t ≥ K [resp. 0 < t ≤ K]. If there exists x ∈ X such that ‖u(t) − x‖ = o(1)
(mod dt) as t → ∞ [resp. t → +0], we write x = limt→∞ u(t) (mod dt) [resp.
x = limt→+0 u(t) (mod dt)].

2. Estimates of growth orders

The next lemma is formulated and proved in [3] (see Lemma 2.1 therein).

Lemma 2.1. Let γ ≥ 0. Then the Laplace transform k̂γ of kγ is given as

k̂γ(λ) = λ−γ for all λ > 0. Therefore, for all r, s ≥ 0, k̂r+s = k̂rk̂s so that
kr ∗ ks = kr+s, where kr ∗ ks denotes the convolution of kr and ks.

Lemma 2.2. Suppose assumption (A) holds. Let γ, β > 0. Then (kγ ∗u)(t)
exists for dt-almost all t > 0, and the function t 7→ (kγ ∗ u)(t) belongs to

Lloc
1 ([0,∞),X). Further

(6) (kβ ∗ (kγ ∗ u))(t) = (kγ+β ∗ u)(t)
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for dt-almost all t > 0.

Proof. Define uD(s) := χ[0,D)(s)u(s) for D > 0. Then uD ∈ L1([0,∞),X)
and (kγ ∗ u)(t) = (kγ ∗ uD)(t) for all 0 < t < D. Thus by Fubini’s theorem

∫ D

0
‖(kγ ∗ u)(t)‖ dt ≤

∫ D

0

∫ t

0
kγ(t− s)‖u(s)‖ ds dt

=

∫ D

0

(∫ D

s
kγ(t−s) dt

)
‖u(s)‖ ds ≤

(∫ D

0
kγ(t) dt

)
‖uD‖1 < ∞.

It follows that (kγ ∗ u)(t) exists for dt-almost all t > 0, and the function

kγ ∗ u belongs to Lloc
1 ([0,∞),X). Similarly

(kβ ∗ (kγ ∗ u))(t) = (kβ ∗ (kγ ∗ uD))(t) = ((kβ ∗ kγ) ∗ uD)(t)

= (kγ+β ∗ uD)(t) = (kγ+β ∗ u)(t)
for dt-almost all 0 < t < D, where the third equality comes from Lemma
2.1. This completes the proof. �

Lemma 2.3. Suppose asumption (B) holds. Let γ, β > 0. Then (kγ ∗ u)(t)
exists for dt-almost all t > 0, and the function t 7→ (kγ ∗ u)(t) belongs to

Limprop. loc
1 ([0,∞),X+). Further (6) holds whenever either side of (6) exists.

Proof. The function uD(s) = χ[0, D)(s)u(s) satisfies uD ∈ Limprop. loc
1 ([0,∞),

X+) and u−uD ∈ Lloc
1 ([0,∞),X+) for all D > 0. Since

∫ t
0 kγ(t−s)uD(s) ds

exists for all t > D, we apply Lemma 2.2 to obtain that
∫ t

0
kγ(t− s)u(s) ds =

∫ t

0
kγ(t− s)uD(s) ds +

∫ t

0
kγ(t− s)(u− uD)(s) ds

exists for dt-almost all t > D. Consequently (kγ ∗ u)(t) exists for dt-almost
all t > 0, and the function t 7→ (kγ ∗ u)(t) becomes a positive X-valued
strongly measurable function on (0,∞).

We next prove that the function kγ ∗u belongs to Limprop. loc
1 ([0,∞),X+).

For this purpose, let 0 < δ < ǫ. If 0 < η < δ and δ ≤ t ≤ ǫ, then
∥∥∥(kγ ∗ u)(t)−

∫ t

η
kγ(t− s)u(s) ds

∥∥∥ =
∥∥∥
∫ η

0
kγ(t− s)u(s) ds

∥∥∥

≤ max {kγ(δ − η), kγ(ǫ)}
∥∥∥
∫ η

0
u(s) ds

∥∥∥→ 0 as η ↓ 0.

Since the function t 7→
∫ t
η kγ(t − s)u(s) ds is Bochner integrable on [δ, ǫ], it

follows that the function kγ ∗ u is Bochner integrable on [δ, ǫ]. Further we
have
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∫ ǫ

δ

(kγ ∗ u)(t)dt =
∫ ǫ

δ

{∫ t

0

kγ(t− s)u(s)ds

}
dt = lim

η↓0

∫ ǫ

δ

{∫ t

η

kγ(t− s)u(s)ds

}
dt

(by Lebesgue’s convergence theorem)

= lim
η↓0

∫ δ

η

{∫ ǫ

δ

kγ(t− s)dt

}
u(s) ds+

∫ ǫ

δ

{∫ ǫ

s

kγ(t− s)dt

}
u(s) ds

(by Fubini’s theorem)

=

∫ δ

0

{∫ ǫ

δ

kγ(t− s)dt

}
u(s) ds+

∫ ǫ

δ

{∫ ǫ

s

kγ(t− s)dt

}
u(s) ds ∈ X+.

Given η > 0, we can choose ǫ∼ > 0 so that
∫ ǫ∼

0
kγ(s)ds < η and

∥∥∥
∫ ǫ∼

0
u(s)ds

∥∥∥ < η.

Then 0 < δ < ǫ < ǫ∼ implies
‚

‚

‚

Z ǫ

δ

(kγ ∗ u)(t)dt
‚

‚

‚
≤

‚

‚

‚

Z δ

0

Z ǫ

δ

kγ(t− s)dt

ff

u(s)ds
‚

‚

‚
+

‚

‚

‚

Z ǫ

δ

Z ǫ

s

kγ(t− s)dt

ff

u(s)ds
‚

‚

‚

< η

‚

‚

‚

Z δ

0

u(s)ds
‚

‚

‚ + η

‚

‚

‚

Z ǫ

δ

u(s)ds
‚

‚

‚ < 2η2
.

Hence
∥∥ ∫ ǫ

δ (kγ ∗ u)(t)dt
∥∥ → 0 as ǫ ↓ 0 with 0 < δ < ǫ. It follows that∫ 1

0 (kγ ∗ u)(t) dt = lima↓0

∫ 1
a (kγ ∗ u)(t) dt exists, and thus kγ ∗ u ∈

Limprop. loc
1 ([0,∞),X+).
Let t > 0 be such that (kβ ∗ (kγ ∗ u))(t) exists. Then

(kβ ∗(kγ ∗u))(t) =
∫ t

0
kβ(t−s)(kγ ∗u)(s)ds = lim

ǫ↓0

∫ t−ǫ

ǫ
kβ(t−s)(kγ ∗u)(s)ds.

Writing P (ǫ) :=
∫ t−ǫ
ǫ kβ(t− s)(kγ ∗ u)(s)ds, where 0 < 2ǫ < t, we see that

P (ǫ) = lim
η↓0

∫ t−ǫ

ǫ
kβ(t− s)

{∫ s

η
kγ(s− r)u(r)dr

}
ds

(by Lebesgue’s convergence theorem)

= lim
η↓0

∫ ǫ

η

{∫ t−ǫ

ǫ
kβ(t− s)kγ(s− r)ds

}
u(r)dr

+

∫ t−ǫ

ǫ

{∫ t−ǫ

r
kβ(t− s)kγ(s− r)ds

}
u(r)dr

(by Fubini’s theorem).
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Since

lim
η↓0

∫ ǫ

η

{∫ t−ǫ

ǫ
kβ(t− s)kγ(s − r)ds

}
u(r)dr ≤

∫ ǫ

0
kγ+β(t− r)u(r)dr

≤ max{kγ+β(t), kγ+β(t− ǫ)}
∫ ǫ

0
u(r)dr → 0

as ǫ ↓ 0, and since

lim
ǫ↓0

∫ t−ǫ

ǫ

{∫ t−ǫ

r
kβ(t− s)kγ(s− r) ds

}
u(r) dr = lim

ǫ↓0

∫ t−ǫ

ǫ
kγ+β(t− r)u(r) dr

(by Lemma 2.1)

whenever either side of this equation exists, it follows that

(kβ ∗ (kγ ∗ u))(t) = lim
ǫ↓0

P (ǫ) = lim
ǫ↓0

∫ t−ǫ

ǫ
kγ+β(t− r)u(r) dr.

Hence (kγ+β ∗ u)(t) exists, and (kγ+β ∗ u)(t) = (kβ ∗ (kγ ∗ u))(t).
Similarly, if (kγ+β ∗ u)(t) exists for some t > 0, then the existence of

(kβ ∗ (kγ ∗ u))(t) can be proved. We may omit the details. �

Theorem 2.4. (Cf. Theorem 2.2 of [3].) Suppose assumption (A) or (B)
holds. Let γ ≥ 0, and β > 0. Then the following hold.

(i) If t > 0 and ‖χ[0, t](·)cγ· ‖∞ < ∞, then ‖cγ+β
t ‖ ≤ ‖χ[0,t](·)cγ· ‖∞.

(ii) If ‖cγt ‖ ≤ Mewt for some M > 0 and w ≥ 0 and dt-almost all t > 0,

then ‖cγ+β
t ‖ ≤ Mewt for dt-almost all t > 0.

Furthermore, the function F0(γ) := max{w0(c
γ
· ), 0} is decreasing on

[0,∞).

Proof. (i) Using Lemmas 2.2 and 2.3, we have for dt-almost all t > 0

‖cγ+β
t ‖ = (kγ+β+1(t))

−1‖(kγ+β ∗ u)(t)‖
= (kγ+β+1(t))

−1‖(kβ ∗ (kγ ∗ u))(t)‖
= (kγ+β+1(t))

−1‖(kβ ∗ (kγ+1c
γ
· ))(t)‖

≤ (kγ+β+1(t))
−1(kβ ∗ kγ+1)(t)‖χ[0,t](·)cγ· ‖∞

= ‖χ[0,t](·)cγ· ‖∞ < ∞.

(ii) Since the hypothesis implies ‖χ[0,t](·)cγ· ‖∞ ≤ Mewt for all t > 0, it

follows from (i) that ‖cγ+β
t ‖ ≤ Mewt for dt-almost all t > 0.

To prove F0(γ) ≥ F0(γ+β), suppose w > F0(γ). Since w > w0(c
γ
· ), there

exist M > 0 and K > 0 such that ‖cγt ‖ ≤ Mewt for dt-almost all t ≥ K.
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Then we write

c
γ+β
t = (kγ+β+1(t))

−1

(∫ K

0
+

∫ t

K

)
kγ+β(t− s)u(s) ds =: I + II.

Here if assumption (B) holds, then for all t > 2K

‖I‖ = (kγ+β+1(t))
−1Mab

∥∥∥∥
∫ K

0
(t− s)γ+β−1u(s) ds

∥∥∥∥

=
Mab

tγ+β
tγ+β−1

∥∥∥∥
∫ K

0

(
1− s

t

)γ+β−1
u(s) ds

∥∥∥∥

≤ Mab

t
max{(1/2)γ+β−1, 1}

∥∥∥∥
∫ K

0
u(s) ds

∥∥∥∥ ,

where Mab denotes an absolute constant not necessarily the same at each
occurence. Similarly if assumption (A) holds, then for all t > 2K

‖I‖ ≤ Mab

t
max{(1/2)γ+β−1, 1}

∫ K

0
‖u(s)‖ ds.

Thus, in either case,

‖I‖ = O(t−1) (t → ∞).

Next, since uK(s) = χ[0,K)(s)u(s), we have

‖II‖ = (kγ+β+1(t))
−1

∥∥∥∥
∫ t

0
kγ+β(t− s)(u− uK)(s) ds

∥∥∥∥

= (kγ+β+1(t))
−1‖(kβ ∗ (kγ ∗ (u− uK))(t)‖

for dt-almost all t > K, where (kγ ∗ (u− uK))(s) = 0 for all 0 < s ≤ K.
Suppose assumption (B) holds. Then, since

‖(kγ ∗ (u− uK))(s)‖ ≤ ‖(kγ ∗ u)(s)‖ = kγ+1(s)‖cγs‖ ≤ kγ+1(s)Mews

for ds-almost all s ≥ K, it follows that

‖II‖ = (kγ+β+1(t))
−1

∥∥∥∥
∫ t

0
kβ(t− s)(kγ ∗ (u− uK))(s) ds

∥∥∥∥

≤ (kγ+β+1(t))
−1

∫ t

K
kβ(t− s)kγ+1(s)Mewsds

≤ (kγ+β+1(t))
−1Mewt

∫ t

0
kβ(t− s)kγ+1(s)ds

= (kγ+β+1(t))
−1Mewt(kβ ∗ kγ+1)(t) = Mewt

for dt-almost all t > K. Consequently for dt-almost all t > 2K

‖cγ+β
t ‖ ≤ ‖I‖+ ‖II‖ ≤ O(t−1) +Mewt,
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and hence ‖cγ+β
t ‖ = O(ewt) (mod dt) as t → ∞ by the fact that w > 0.

Therefore w ≥ F0(γ + β), and F0(γ) ≥ F0(γ + β).
Next suppose assumption (A) holds. Then

(kγ ∗ uK)(s) = (kγ ∗ u)(s)− (kγ ∗ (u− uK))(s)

for ds-almost all s > 0. Since ‖uK(t)‖ = 0 on [K,∞), and the func-
tion t 7→ ‖uK(t)‖ belongs to Lloc

1 ([0,∞),R+), it follows easily that 0 ≤
c
γ+β
t (‖uK(·)‖) = o(ewt) as t → ∞. Thus for dt-almost all t > K

‖II‖ = (kγ+β+1(t))
−1

∥∥∥∥
∫ t

0
kβ(t− s)(kγ ∗ (u− uK))(s) ds

∥∥∥∥

≤ (kγ+β+1(t))
−1

(∥∥∥∥
∫ t

K
kβ(t− s)(kγ ∗ u)(s) ds

∥∥∥∥

+

∫ t

K
kβ(t− s)(kγ ∗ ‖uK(·)‖)(s) ds

)

≤ (kγ+β+1(t))
−1

∫ t

K
kβ(t− s)kγ+1(s)Mews ds+ c

γ+β
t (‖uK(·)‖)

≤ Mewt + o(ewt) = O(ewt).

Hence ‖cγ+β
t ‖ ≤ ‖I‖+‖II‖ ≤ O(t−1)+O(ewt) = O(ewt) (mod dt) as t → ∞.

This completes the proof. �

Remarks. (a) It is clear that Limprop. loc
1 ([0,∞),R+) is a subset of

Lloc
1 ([0,∞),R). But if X is a Banach lattice, then Limprop. loc

1 ([0,∞),X+) is

not necessarily a subset of Lloc
1 ([0,∞),X). To see this we give the following

example.

Example 1. Let X := ℓ2 = {(an)∞n=1 : an ∈ R ,
∑∞

n=1 a
2
n < ∞}, with

‖(an)∞n=1‖ := (
∑∞

n=1 a
2
n)

1/2. For each n ≥ 1, let un be the continuous
nonnegative function on (0,∞) defined by un = n on [(n+1)−1, n−1], un = 0
on [0, (n+2)−1]∪[n−1+(n(n+1))−1, ∞), and un is linear on [(n+2)−1, (n+
1)−1] and [n−1, n−1 + (n(n + 1))−1]. Define a function u : [0,∞) → X+ by
u(s) := (un(s))

∞
n=1. It is clear that u is continuous on (0,∞). If 0 < s ≤ 1,

then there exists a unique n(s) ∈ N such that

1

n(s) + 1
< s ≤ 1

n(s)
.

By the definition of un(s) we have un(s)(s) = n(s), and thus ‖u(s)‖ ≥
un(s)(s) = n(s) ∼ s−1. Here a(s) ∼ b(s) means that both the ratios a(s)/b(s)

and b(s)/a(s) are bounded on the domain considered. Since
∫ 1
0 s−1ds =

∞, it follows that
∫ 1
0 ‖u(s)‖ds = ∞. Next we show that

∫ 1
0 u(s)ds =
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lima↓0

∫ 1
a u(s) ds exists. For this purpose, note that by the definition of

un

an :=

∫ 1

0

un(s)ds =
n

2(n+ 1)(n+ 2)
+

n

n(n+ 1)
+

n

2n(n+ 1)
≤ 2

n+ 1
(n ≥ 1).

It follows that (an)
∞
n=1 ∈ X, and

∫ 1

0
u(s)ds = lim

a↓0

∫ 1

a
u(s)ds = (an)

∞
n=1 (in X-norm).

(b) The following example shows that there exists a nonnegative real-
valued function u on the interval [0,∞) such that u is continuous on (0,∞)
and

∫∞
0 u(s) ds

< ∞, but
∫ 1
0 c

γ
s ds = ∞ (i.e., c

γ
· 6∈ Limprop. loc

1 ([0,∞),R+)) for all γ > 0.
This implies that σ(cγ· ), where γ > 0, cannot be defined in general, although
σ(kγ ∗ u) can be done because kγ ∗ u ∈ Lloc

1 ([0,∞),R+) by Lemma 2.2.
We note that if the vector-valued function u : t → X is continuous on
[0,∞), then the function t → c

γ
t is also continuous on [0,∞) and satisfies

σ(cγ· ) = σ(kγ ∗ u) for all γ > 0 (see Theorem 2.3(i) of [3]).

Example 2. Let u be a nonnegative real-valued function on [0,∞) such that

u is continuous on (0,∞),
∫ 1
0 u(s) ds < ∞,

∫ 1
0 u(s)| log s| ds = ∞, and u = 0

on [1,∞). Then we have
∫ 1
0 c

γ
s ds = ∞ for all γ > 0.

To see this, let 0 < γ < k, where k is a positive integer. Then, by Fubini’s
theorem,

∫ 1

0
c
γ
t dt =

∫ 1

0

(
γ

tγ

∫ t

0
(t− s)γ−1u(s) ds

)
dt =

∫ 1

0

∫ t

0

γ

tγ
(t− s)γ−1u(s) dsdt

=

∫ 1

0

(∫ 1

s

γ

tγ
(t− s)γ−1 dt

)
u(s) ds,

and, by the fact γ − 1 < k,

∫ 1

s

γ

tγ
(t− s)γ−1 dt = γ

∫ 1

s

1

t

(
1− s

t

)γ−1
dt ≥ γ

∫ 1

s

1

t

(
1− s

t

)k
dt
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for all 0 < s < 1. Here
∫ 1

s

1

t

(
1− s

t

)k
dt =

∫ 1

s

1

t
dt+

k∑

l=1

(
k
l

)
(−1)l

∫ 1

s

sl

tl+1
dt

= − log s+
k∑

l=1

(
k
l

)
(−1)lsl

∫ 1

s
t−(l+1) dt

= − log s+

k∑

l=1

(
k
l

)
(−1)l · 1− sl

l

for all 0 < s < 1, whence
∫ 1

0
c
γ
t dt ≥ γ

∫ 1

0
u(s)| log s| ds+ γ

k∑

l=1

(
k
l

)
(−1)l

∫ 1

0

(sl − 1)

l
u(s) ds = ∞.

Theorem 2.5. (Cf. Theorem 2.3 of [3].) Suppose assumption (A) or (B)
holds. Then the following hold.

(i) For all γ ≥ 0,

(7) max{σ(kγ ∗ u), 0} = max{w0(kγ+1 ∗ u), 0} = max{w0(c
γ+1
· ), 0}.

Consequently, the function F1(γ) := max{σ(kγ ∗ u), 0} is decreasing on
[0,∞).

(ii) For all λ ∈ C with Reλ > max{σ(u), 0} and γ ≥ 0,

(8) aλ = λγ+1

∫ ∞

0
e−λt(kγ ∗ u)(t) dt = λγ+1

∫ ∞

0
e−λtkγ+1(t)c

γ
t dt.

Proof. (i) It is known (cf. [1, p. 31]) that σ(u) < ∞ if and only if w0(1 ∗
u) < ∞, and max{σ(u), 0} = max{w0(1 ∗ u), 0}. Applying this to the

function kγ ∗ u ∈ Lloc
1 ([0,∞),X) ∪ Limprop. loc

1 ([0,∞),X+), and using the
equations 1∗(kγ ∗u) = kγ+1 ∗u (by Lemmas 2.2 and 2.3) and (kγ+1 ∗u)(t) =
kγ+2(t)c

γ+1
t = (tγ+1/Γ(γ + 2))cγ+1

t for dt-almost all t > 0, we deduce (7) at
once. Since F1(γ) = F0(γ + 1) for γ ≥ 0, F1 is decreasing by Theorem 2.4.

(ii) The case γ = 0 is trivial, and so we consider the case γ > 0. Let λ be
such that Reλ > max{σ(u), 0}. Since max{σ(u), 0} ≥ max{w0(1∗u), σ(kγ ∗
u), 0} ≥ w0(kγ+1 ∗ u), integration by parts gives

∫ ∞

0
e−λtu(t) dt = λ

∫ ∞

0
e−λt(1 ∗ u)(t) dt,

∫ ∞

0
e−λt(kγ ∗ u)(t) dt = λ

∫ ∞

0
e−λt(1 ∗ (kγ ∗ u))(t) dt

= λ

∫ ∞

0
e−λt(kγ+1 ∗ u)(t) dt (by (6)),
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and Fubini’s theorem yields

λ

∫ ∞

0
e−λt(kγ+1 ∗ u)(t) dt = λ lim

η↓0

∫ ∞

η
e−λt(kγ ∗ (1 ∗ u))(t) dt (by (6))

= λ lim
η↓0

∫ ∞

η

∫ t

0
e−λ(t−s)kγ(t− s)e−λs(1 ∗ u)(s) dsdt

= λ lim
η↓0

(∫ ∞

0
e−λtkγ(t) dt ·

∫ ∞

η
e−λs(1 ∗ u)(s) ds

+

∫ η

0

{∫ ∞

η−s
e−λtkγ(t) dt

}
e−λs(1 ∗ u)(s) ds

)

= λ lim
η↓0

(
λ−γ

∫ ∞

η
e−λs(1 ∗ u)(s) ds

+

∫ η

0

{∫ ∞

η−s
e−λtkγ(t) dt

}
e−λs(1 ∗ u)(s) ds

)

= λ1−γ

∫ ∞

0
e−λs(1 ∗ u)(s) ds

= λ−γ

∫ ∞

0
e−λsu(s) ds = λ−(γ+1)

aλ,

which completes the proof. �

Remarks. (a) Let u 6= 0 be a function in Lloc
1 ([0,∞),X). If σ(kγ ∗ u) ≥ 0

for some γ ≥ 0, then, by Theorem 2.5(i), σ(kγ ∗u) ≥ σ(kβ ∗u) for all β > γ.
Thus the function γ 7→ σ(kγ ∗u) is nonnegative and decreasing on [0,D(u)),
where

D(u) := inf{γ > 0 : σ(kγ ∗ u) < 0};
and we have σ(kγ ∗u) ≤ 0 for all γ ∈ (D(u), ∞). Here we would like to note
that if D(u) 6= ∞, then:

(i) σ(kD(u) ∗ u) < 0;
(ii) {γ ≥ D(u) : σ(kγ ∗ u) 6= 0} is a finite set.

To see this we make the following preparations: Suppose σ(u) < 0, with
u 6= 0, and define

(9) U(λ) :=

∫ ∞

0
e−λtu(t) dt (Reλ > σ(u) ).

It is known (cf. [1, Theorem 1.5.1]) that the vector-valued function U is
ananlytic on {λ : Reλ > σ(u)}. Further we note the following:

(I) If U(0) 6= 0, then σ(kγ ∗ u) = 0 for all γ > 0.
To see this, let γ > 0 and λ > 0. We have by Theorem 2.5(ii) that

∫ ∞

0
e−λt(kγ ∗ u)(t) dt = λ−γ

∫ ∞

0
e−λtu(t) dt = λ−γU(λ),
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so that

lim
λ↓0

∥∥∥∥
∫ ∞

0
e−λt(kγ ∗ u)(t) dt

∥∥∥∥ = lim
λ↓0

λ−γ‖U(0)‖ = ∞,

which implies σ(kγ ∗ u) = 0.
(II) If U(0) = 0, then (since u 6= 0 implies U 6= 0) there exists n0 ∈ N and

an analytic function W on {λ : Reλ > σ(u)}, with W (0) 6= 0, such that

(10) U(λ) = λn0W (λ) (Reλ > σ(u) ).

Then we have{
0 > σ(u) ≥ σ(k1 ∗ u) ≥ . . . ≥ σ(kn0

∗ u), and
σ(kγ ∗ u) = 0 for all 0 < γ 6∈ {1, 2, . . . , n0}.

To see this we use the fact that
∫∞
0 u(t) dt = U(0) = 0. Then by Theorem

1.4.3 of [1], σ(u) = w0(k1 ∗ u). Since w0(k1 ∗ u) ≥ σ(k1 ∗ u), it then follows
that 0 > σ(u) ≥ σ(k1 ∗ u). Applying this together with (8)–(10) we see
inductively that∫ ∞

0
u(t) dt =

∫ ∞

0
(k1 ∗ u)(t) dt = . . . =

∫ ∞

0
(kn0−1 ∗ u)(t) dt = 0,

and
0 > σ(u) ≥ σ(k1 ∗ u) ≥ . . . ≥ σ(kn0

∗ u).
Next, let 0 < γ 6∈ {1, 2, . . . , n0}. To prove σ(kγ ∗ u) = 0, we assume the
contrary: σ(kγ ∗ u) < 0. Since W (0) 6= 0, there exists x∗ ∈ X∗ such that
〈W (0), x∗〉 6= 0, where X∗ is the dual space of X. Then the complex-valued
function

λ 7→ 〈
∫∞
0 e−λt(kγ ∗ u)(t) dt, x∗〉

〈W (λ), x∗〉
is analytic on {λ : |λ| < ǫ} for some ǫ > 0. But by Theorem 2.5(ii)

λn0−γ =
λ−γ〈U(λ), x∗〉
〈W (λ), x∗〉 =

〈
∫∞
0 e−λt(kγ ∗ u)(t) dt, x∗〉

〈W (λ), x∗〉
for all λ > 0. This is a contradiction, because n0−γ 6∈ N0 := {0}∪N implies
that the function λ 7→ λn0−γ (λ > 0) cannot be extended analytically to the
domain {λ : |λ| < ǫ}. Hence we must have 0 ≤ σ(kγ ∗u) ≤ max {σ(u), 0} =
0 by Theorem 2.5(i).

Proofs of (i) and (ii). If σ(kD(u) ∗ u) ≥ 0, then there must exist γ1, γ2
such that D(u) < γ1 < γ2 < D(u) + 1 and σ(kγi ∗ u) < 0 for i = 1, 2. But
this contradicts (II) because 0 < γ2 − γ1 < 1 (replace u with kγ1 ∗u in (II)).
Hence we must have σ(kD(u) ∗ u) < 0, and (ii) is direct from (I) and (II).
�

(b) To explain the behaviour of the function γ 7→ σ(kγ ∗ u) on [0,∞) we
give the following examples.
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Example 3. Let λ0 > 0, and define u(t) := eλ0t for t ≥ 0. Then

(11) (kγ ∗ u)(t) = 1

Γ(γ)

∫ t

0
(t− s)γ−1eλ0s ds =

eλ0t

Γ(γ)
λ−γ
0

∫ λ0t

0
sγ−1e−s ds

for all γ > 0 and t > 0. Since limt→∞

∫ λ0t
0 sγ−1e−s ds = Γ(γ) > 0, it follows

that σ(kγ ∗u) = σ(u) = λ0 > 0 for all γ > 0. (See also Theorem 2.7 below.)

Example 4. Let u(t) := sin t for t ≥ 0. Then σ(kγ ∗ u) = σ(u) = 0 for all
γ > 0. This will be proved in Example 7 below.

Example 5. Let f ∈ C∞([0,∞),R) be such that f(t) = 0 on [0, δ], where
0 < δ < log π

2 , − cos et ≤ f(t) ≤ 0 on [δ, log π
2 ], and f(t) = − cos et on

[log π
2 ,∞). Define u(t) := f ′′(t) for t ≥ 0. Then the following holds.

(12) σ(kγ ∗ u) =





1− γ (0 ≤ γ < 1),
0 (1 ≤ γ < 2),
−1 (γ = 2),
0 (γ > 2).

To see this we first note that u(t) = f ′′(t), (k1 ∗ u)(t) = f ′(t) and (k2 ∗
u)(t) = f(t) for all t ∈ [0,∞), and

(13)





f ′′(t) = et sin et + e2t cos et on [log π
2 , ∞),

f ′(t) = et sin et on [log π
2 , ∞),

f(t) = − cos et on [log π
2 , ∞).

(I) We prove σ(k2 ∗ u) = −1. To do this, let 0 < λ < 1. Since integration
by parts gives

∫ b

0
e−λt sin et dt =

[
1

−λ
e−λt sin et

]b

t=0

+
1

λ

∫ b

0
e(1−λ)t cos et dt,

it follows that∫ ∞

0
e−λt sin et dt =

1

λ
sin 1 +

1

λ

∫ ∞

0
e(1−λ)t cos et dt.

This shows that σ(cos et) ≤ −1. Since (k2 ∗ u)(t) + cos et = 0 on [log π
2 , ∞),

it follows that σ(k2 ∗ u) = σ(− cos et) = σ(cos et) ≤ −1.
Next suppose λ > 1. Putting, for n ≥ 1,

s(n, 1) := log
(
2nπ − π

4

)
and s(n, 2) := log

(
2nπ +

π

4

)
,

we have
∫ s(n,2)

s(n,1)
eλt cos et dt ≥ 1√

2

∫ s(n,2)

s(n,1)
eλt dt =

1√
2λ

(
eλs(n,2) − eλs(n,1)

)
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=
1√
2λ

((
2nπ +

π

4

)λ
−
(
2nπ − π

4

)λ)
≥ π

2
√
2

(
2nπ − π

4

)λ−1
,

and, by the assumption λ > 1,

lim
n→∞

(
2nπ − π

4

)λ−1
= ∞.

It follows that limb→∞

∫ b
0 eλt cos et dt does not exist, and thus σ(cos et) ≥ −1.

Consequently σ(k2 ∗ u) = σ(cos et) = −1.
(II) To see that σ(kγ ∗ u) = 0 for all γ > 2, it is sufficient to check that∫∞

0 (k2 ∗u)(t) dt 6= 0. (This is due to the fact that if γ > 2, then σ(kγ ∗ u) ≤
0 since σ(k2 ∗ u) = −1 (cf. Theorem 2.5(i)), and limλ↓0

∥∥ ∫∞
0 e−λt(kγ ∗

u)(t) dt
∥∥ = limλ↓0 λ

−(γ−2)
∥∥ ∫∞

0 e−λt(k2 ∗u)(t) dt
∥∥ = limλ↓0 λ

−(γ−2)
∥∥ ∫∞

0 (k2 ∗
u)(t) dt

∥∥ = ∞ when
∫∞
0 (k2 ∗ u)(t) dt 6= 0.) Since (k2 ∗ u)(t) = f(t) on

[0,∞), and f(t) ≥ − cos et on [0,∞) by the definition of f , it is also suf-
ficient to check that

∫∞
0 cos et dt < 0. To do this, we put t = log s. Then∫∞

0 cos et dt =
∫∞
1 s−1 cos s ds, and the relations

∣∣∣cos s
s

∣∣∣ ≥
∣∣∣∣
cos(s+ π)

s+ π

∣∣∣∣ and cos s = − cos(s+ π)

yield
∫ ∞

1

cos s

s
ds <

∫ π/2

1

cos s

s
ds +

∫ 5π/2

π/2

cos s

s
ds =: A+B.

Since

A =

∫ π/2

1

cos s

s
ds <

∫ π/2

1
cos s ds = 1− sin 1,

and

B =

∫ 3π/2

π/2

π cos s

(s+ π)s
ds < − 4

15π

∫ π/2

−π/2
cos s ds = − 8

15π
,

it follows that
∫ ∞

0
cos et dt =

∫ ∞

1

cos s

s
ds < A+B < 1− sin 1− 8

15π
< 0,

which is the desired result.
(III) To see that σ(kγ ∗ u) = 1 − γ for all γ ∈ [0, 1), it is sufficient

to check that w0(kγ+1 ∗ u) = 1 − γ for γ ∈ [0, 1) (cf. Theorem 2.5(i)).
To do this, let 0 ≤ γ < 1. Since (k1 ∗ u)(t) = et sin et on [log π

2 , ∞), it
follows easily (cf. Theorem 2.4) that w0(kγ+1 ∗ u) = 1 − γ if and only if
w0((kγ ∗ es sin es)(·)) = 1− γ. Since w0((k0 ∗ es sin es)(·)) = 1, we will prove
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the latter equality for 0 < γ < 1. Define a real-valued function A on [0,∞)
by

A(t) := Γ(γ)(kγ ∗ es sin es)(t) =
∫ t

0
(t− s)γ−1es sin es ds.

Putting s = log r, we have

A(t) =

∫ et

1
(t− log r)γ−1 sin r dr.

Since the function r 7→ (t− log r)γ−1 is increasing on the interval [1, et], and
sin r is a periodic function of r with period 2π, if we let n(t) := max {k ∈
N0 : kπ < et} for t ≥ 0, then |A(t)| ≤ M(t), where M(t) denotes the
maximum of the numbers

∣∣∣
∫ π

1
(t− log r)γ−1 sin r dr

∣∣∣,
∣∣∣
∫ et

n(t)π
(t− log r)γ−1 sin r dr

∣∣∣

and ∣∣∣
∫ lπ

(l−1)π
(t− log r)γ−1 sin r dr

∣∣∣ (2 ≤ l ≤ n(t)).

Hence

|A(t)| ≤ M(t) ≤
∫ et

et−π
(t− log r)γ−1 dr <

∫ et

et−π

(
et − r

et

)γ−1

dr,

where the last inequality comes from the left-hand inequality of the relations

(14)
1

et
= (log)′(et) <

log(et)− log r

et − r
=

t− log r

et − r
< (log)′(r) =

1

r

for all 1 < r < et. Thus

|A(t)| < e(1−γ)t

∫ et

et−π
(et − r)γ−1 dr = e(1−γ)t γ−1πγ ,

and hence w0((kγ ∗ es sin es)(·)) = w0(A) ≤ 1− γ.
To see the reverse inequality, suppose t = log(2nπ + π). Then as above

A(t) =

(∫ π

1
+

∫ 3π

π
+ . . . +

∫ 2nπ+π

2nπ−π

)
(t− log r)γ−1 sin r dr

>

∫ 2nπ+π

2nπ−π
(t− log r)γ−1 sin r dr

=

∫ 2nπ+π

2nπ

{
(t− log r)γ−1 − (t− log(r − π))γ−1

}
sin r dr

>
1√
2

∫ 2nπ+ 3π
4

2nπ+ 1

4
π

{
(t− log r)γ−1 − (t− log(r − π))γ−1

}
dr.
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Here we note that if 1 < et − π < r < et, then, by the right-hand inequality
of (14),

0 < t− log r <
1

r
(et − r) <

et − r

et − π
= (1 + o(1))e−t(et − r)

as t = log(2nπ + π) → ∞, and also by the left-hand inequality of (14),

t− log(r − π) > e−t(et − (r − π)).

Hence, by the inequality 1− γ > 0,

(t− log r)γ−1 >

(
et − r

et − π

)γ−1

= (1 + o(1)) e(1−γ)t (et − r)γ−1

as t = log(2nπ + π) → ∞, and

(t− log(r − π))γ−1 < e(1−γ)t (et − (r − π))γ−1.

Using these inequalities we obtain that

A(t) >
e(1−γ)t

√
2

∫ 2nπ+ 3

4
π

2nπ+ 1

4
π

{
(1 + o(1))(et − r)γ−1 − (et − (r − π))γ−1

}
dr

=
e(1−γ)t

√
2

∫ 2nπ+ 3

4
π

2nπ+ 1

4
π

{
(1 + o(1))(2nπ + π − r)γ−1 − (2nπ + 2π − r))γ−1

}
dr

=
e(1−γ)t

√
2

{
(1 + o(1))

∫ 3π/4

π/4

rγ−1 dr −
∫ 7π/4

5π/4

rγ−1 dr

}
,

whence the reverse inequality w0((kγ ∗es sin es)(·)) = w0(A) ≥ 1−γ follows.
(IV) Finally we prove that σ(kγ ∗ u) = 0 for all γ ∈ [1, 2). Since (k1 ∗

(k1 ∗ u))(t) = f(t) = − cos et on the interval [log π
2 , ∞), it follows that

w0(k1 ∗ (k1 ∗ u)) = 0, and limt→∞(k1 ∗ (k1 ∗ u))(t) does not exists. Thus, by
Theorem 1.4.3 of [1], σ(k1 ∗ u) = w0(k1 ∗ (k1 ∗ u)) = 0. If γ ∈ (1, 2), then,
since σ(k1 ∗ u) = 0, it follows that σ(kγ ∗ u) ≤ 0. Here, if we assume that
σ(kγ ∗u) < 0, then, since 0 < 2− γ < 1, the argument in the above Remark
(a) yields that σ(k2 ∗ u) = 0, which contradicts σ(k2 ∗ u) = −1. Thus we
must have σ(kγ ∗ u) = 0.

The next lemma is formulated and proved in [3] (see Lemma 2.5 therein).

Lemma 2.6. Suppose assumption (B) holds. Let λ > 0, γ > 0 and x ∈ X.
Then ∫

∞

0
e−λtu(t) dt

(
:= lim

b→∞

∫ b

0
e−λtu(t) dt

)
= x
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if and only if

λγ

∫ ∞

0
e−λt(kγ ∗ u)(t) dt = x.

Theorem 2.7. (Cf. Theorem 2.6 of [3].) Suppose assumption (B) holds.
Then σ(kγ ∗ u) = σ(u) for all γ > 0 if σ(u) > 0, and σ(kγ ∗ u) = 0 for all
γ > 0 if σ(u) ≤ 0 and u 6= 0.

Proof. Suppose σ(u) > 0. Then it follows from Lemma 2.6 that σ(kγ ∗ u) =
σ(u) > 0 for all γ > 0. Next, suppose σ(u) ≤ 0 with u 6= 0, and let
γ > 0. Then σ(kγ ∗ u) ≤ 0 by Lemma 2.6 (or Theorem 2.5(i)). Since
d
dt

∫ t
0 u(s) ds = u(t) ∈ X+ for almost all t > 0, it follows that the X+-

valued function t 7→
∫ t
0 u(s) ds is non-zero, increasing, and continuous on

[0,∞). Thus
∫∞
0 e−λtu(t) dt > 0 for all λ > 0. Hence

∫∞
0 e−λtu(t) dt ≥∫∞

0 e−βtu(t) dt > 0 if β > λ > 0. Therefore, by Lemma 2.6

lim
λ↓0

∥∥∥∥
∫ ∞

0
e−λt(kγ ∗ u)(t) dt

∥∥∥∥ = lim
λ↓0

λ−γ

∥∥∥∥
∫ ∞

0
e−λtu(t) dt

∥∥∥∥ = ∞,

which implies σ(kγ ∗ u) ≥ 0. Consequently σ(kγ ∗ u) = 0. This completes
the proof. �

The following proposition may be regarded as a continuous version of the
classical theorem of Abel for power series (cf. [15, §1.22], [16, Chapters 2
and 5]).

Proposition 2.8. Suppose assumption (A) or (B) holds. Assume that∫∞
0 u(s) ds := limt→∞

∫ t
0 u(s) ds exists. Then, for any 0 < δ < π/2,∫∞

0 e−λsu(s) ds := limt→∞

∫ t
0 e

−λsu(s) ds exists uniformly for all λ in
D(0; δ), where D(0; δ) := {λ ∈ C : Reλ > 0, |arg λ| < δ}. Consequently,
the function λ 7→

∫∞
0 e−λsu(s) ds is continuous on {0} ∪D(0; δ).

Proof. By hypothesis, given an ǫ > 0, there exists K > 0 such that

‖
∫ b
a u(s) ds‖ < ǫ for all K < a < b < ∞. Let a > K. Since σ(u) =

σ(u− ua) ≤ 0, where ua(s) := χ[0, a)(s)u(s) as before, we have
∫ ∞

a
e−λsu(s) ds =

∫ ∞

0
e−λs(u− ua)(s) ds = λ

∫ ∞

0
e−λs(k1 ∗ (u− ua))(s) ds

for all λ ∈ D(0; δ). Since

‖(k1 ∗ (u− ua))(s)‖ =
∥∥∥
∫ s

0
χ[a,∞)(r)u(r) dr

∥∥∥ < ǫ (s > 0),
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it follows that
∥∥∥
∫ ∞

0
e−λsu(s) ds−

∫ a

0
e−λsu(s) ds

∥∥∥ =
∥∥∥
∫ ∞

a
e−λsu(s) ds

∥∥∥

≤ |λ|
∫ ∞

0
e−(Reλ)s‖(k1 ∗ (u− ua))(s)‖ ds

<
|λ|
Reλ

ǫ <
1

cos δ
ǫ (a > K),

completing the proof. �

Remarks. (a) The following example shows that Proposition 2.8 does not
hold when the condition 0 < δ < π/2 is replaced with δ = π/2.

Example 6. Let X :=
{
(an)

∞
n=1 : an ∈ C, limn→∞ an = 0

}
. Then X

becomes a Banach space with the norm ‖(an)‖ := supn≥1 |an|. Choose a
strictly positive continuous function f on [0,∞) such that f is decreasing
on [0,∞), f(0) = 1, limt→∞ f(t) = 0, and

∫∞
0 f(t) dt = ∞. For n ≥ 1,

define a function un on [0,∞) by un(s) := eis/n n−2f(s), and put

u(s) :=
(
un(s)

)∞
n=1

=
(
eis/n n−2f(s)

)∞
n=1

(∈ X).

It is clear that u : [0,∞) → X is continuous. Let B > 0. Then we have
∫ B

0
u(s) ds =

(∫ B

0
un(s) ds

)∞

n=1

,

and
∫ B

0
un(s) ds =

1

n2

∫ B

0
eis/nf(s) ds =

1

n

∫ B/n

0
eisf(ns) ds

=
1

n

(∫ B/n

0
f(ns) cos s ds+ i

∫ B/n

0
f(ns) sin s ds

)

=:
1

n
In(B) + i

1

n
IIn(B),

where, as is easily seen, limB→∞ In(B) and limB→∞ IIn(B) exist. Further

−π

2
≤ In(B) =

∫ B/n

0

f(ns) cos s ds ≤
∫ π/2

0

f(ns) cos s ds ≤
∫ π/2

0

f(s) ds ≤ π

2
,

and

0 ≤ IIn(B) =

∫ B/n

0
f(ns) sin s ds ≤

∫ π

0
f(ns) sin s ds ≤ π.

Therefore∣∣∣∣
∫ B

0
un(s) ds

∣∣∣∣ ≤
1

n

∣∣In(B)
∣∣+ 1

n

∣∣IIn(B)
∣∣ ≤ 1

n
· π
2
+

1

n
· π =

3π

2n
(B > 0),
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and hence
∣∣ ∫∞

0 un(s) ds
∣∣ = limB→∞

∣∣ ∫ B
0 un(s) ds

∣∣ ≤ (2n)−13π for each n ≥
1. It follows that
∫ ∞

0

u(s) ds = lim
B→∞

∫ B

0

u(s) ds = lim
B→∞

(∫ B

0

un(s) ds

)∞

n=1

=

(∫ ∞

0

un(s) ds

)∞

n=1

exists in X. Next, let λk := δk + ik−1 for k ≥ 1, where δk > 0 will be
determined later. Then

∫ ∞

0
e−λks u(s) ds =

(∫ ∞

0
e−(δk+ik−1)s un(s) ds

)∞

n=1

∈ X,

where, in particular,
∫ ∞

0
e−(δk+ik−1)s un(s) ds =

∫ ∞

0
e−δks k−2f(s) ds when n = k.

Since lim δk↓0

∫∞
0 e−δksf(s) ds =

∫∞
0 f(s) ds = ∞, we can choose δk so that

0 < δk < k−1 and ∫ ∞

0
e−δks k−2f(s) ds ≥ k.

Then the sequence {δk + ik−1}∞k=1 satisfies that δk + ik−1 ∈ D(0;π/2) for
all k ≥ 1, limk→∞(δk + ik−1) = 0, and

lim
k→∞

∫ ∞

0
e−(δk+ik−1)su(s) ds = lim

k→∞

(∫ ∞

0
e−(δk+ik−1)sun(s) ds

)∞

n=1

does not exist in X, because

lim
k→∞

∥∥∥∥
(∫ ∞

0
e−(δk+ik−1)sun(s) ds

)∞

n=1

∥∥∥∥ ≥ lim
k→∞

∫ ∞

0
e−δks k−2f(s) ds

≥ lim
k→∞

k = ∞.

This proves that the function λ 7→
∫∞
0 e−λsu(s) ds from {0}∪D(0;π/2) to X

is not continuous at 0. Thus the uniform convergence of
∫∞
0 e−λsu(s) ds =

limt→∞

∫ t
0 e

−λsu(s) ds does not hold on the domain D(0;π/2).

(b) The existence of the limit

lim
D(0;π/2)∋λ→0

∫ ∞

0
e−λsu(s) ds

does not imply the existence of limt→∞

∫ t
0 u(s) ds. For example, let u(t) :=

sin t for t ≥ 0. Then
∫ ∞

0
e−λsu(s) ds =

∫ ∞

0
e−λs sin s ds =

1

1 + λ2
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for all λ with Reλ > 0. Thus limReλ>0, λ→0

∫∞
0 e−λsu(s) ds = 1. On the

other hand, limt→∞

∫ t
0 sin s ds = limt→∞(1− cos t) does not exist.

Theorem 2.9. (Cf. Theorem 2.4 of [3].) Suppose assumption (A) or (B)
holds. Then the following hold.

(i) If 0 ≤ σ(u) < ∞, then supw<λ<K ‖aλ‖ < ∞ for all σ(u) < w < K <
∞.

(ii) If σ(u) < 0, then supλ>0 ‖λ−1
aλ‖ < ∞ and sup0<λ<K ‖aλ‖ < ∞ for

all 0 < K < ∞.

Proof. (i) By Proposition 2.8 (or [1, Theorem 1.5.1]), the function λ 7→∫∞
0 e−λtu(t) dt is continous on the interval (σ(u),∞). Thus, if σ(u) ≥ 0,

then the function λ 7→ aλ = λ
∫∞
0 e−λtu(t) dt is continuous on (σ(u),∞).

Hence (i) follows.
(ii) By Theorem 2.5

aλ = λ

∫ ∞

0
e−λtu(t) dt = λ2

∫ ∞

0
e−λt(1 ∗ u)(t) dt

for all λ > 0. Since limt→∞(1 ∗ u)(t) =
∫∞
0 u(s) ds exists, we have M :=

supt>0 ‖(1 ∗ u)(t)‖ < ∞ and ‖aλ‖ ≤ λ2
∫∞
0 e−λtM dt = Mλ for all λ > 0.

Hence supλ>0 ‖λ−1
aλ‖ ≤ M . By this and (i), sup0<λ<K ‖aλ‖ < ∞ for all

0 < K < ∞. The proof is complete. �

Remarks. (a) The hypothesis 0 ≤ σ(u) < w < K < ∞ cannot be sharp-
ened as 0 ≤ σ(u) = w < K < ∞, or 0 ≤ σ(u) < w < K = ∞ in Theorem
2.9(i). To see this, let λ0 ≥ 0 and δ > 0. Define u(s) := eλ0ssδ−1 for s ≥ 0.
Then σ(u) = λ0 and, for all λ > λ0,

aλ = λ

∫ ∞

0
e−λsu(s) ds = λ

∫ ∞

0
e−(λ−λ0)ssδ−1 ds

=
λ

(λ− λ0)δ

∫ ∞

0
e−ssδ−1 ds =

λ

(λ− λ0)δ
Γ(δ).

Thus if δ > 1, then limλ↓λ0
‖aλ‖ = limλ↓λ0

Γ(δ)λ/(λ − λ0)
δ = ∞. Similarly,

if 1 > δ > 0, then limλ→∞ ‖aλ‖ = ∞.

(b) From the proof of Theorem 2.9(ii) we see that if the limit
∫∞
0 u(s) ds

= limt→∞

∫ t
0 u(s) ds exists, then α0(a·) ≤ −1, and in particular if∫∞

0 u(s) ds 6= 0, then α0(a·) = −1. Further, the condition 0 < K < ∞
cannot be sharpened as K = ∞ in Theorem 2.9(ii). To see this, let v(s) :=
e−λ0ssδ−1 for s ≥ 0, where λ0 > 0 and 1 > δ > 0. Then σ(v) = −λ0 < 0,
and for all λ > 0

aλ = λ

∫ ∞

0
e−(λ+λ0)ssδ−1 ds =

λ

(λ+ λ0)δ
Γ(δ).
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Thus limλ↑∞ ‖aλ‖ = ∞.

Theorem 2.10. (Cf. Theorem 2.7 of [3].) Suppose assumption (A) or (B)
holds. Let γ ≥ 0, α > −1 − γ, and M > 0. Assume that ‖cγt ‖ ≤ Mtα for
dt-almost all t > 0. Then the following hold.

(i) If β > 0, then for dt-almost all t > 0

(15) ‖cγ+β
t ‖ ≤ M

Γ(γ + α+ 1)

Γ(γ + 1)

Γ(γ + β + 1)

Γ(γ + α+ β + 1)
tα,

where the right-hand side of (15) can be replaced with Mtα when α ≥ 0.
(ii) If σ(u) ≤ 0, then for all λ > 0

(16) ‖aλ‖ ≤ M
Γ(γ + α+ 1)

Γ(γ + 1)
λ−α.

Proof. (i) Since

(17) kγ+1(t)‖cγt ‖ ≤ tγ

Γ(γ + 1)
Mtα = M

Γ(γ + α+ 1)

Γ(γ + 1)
kγ+α+1(t)

for dt-almost all t > 0, it follows that

‖cγ+β
t ‖ = ‖(kγ+β+1(t))

−1(kβ ∗ (kγ+1c
γ
· ))(t)‖

≤ M
Γ(γ + α+ 1)

Γ(γ + 1)

Γ(γ + β + 1)

tγ+β
(kβ ∗ kγ+α+1)(t)

= M
Γ(γ + α+ 1)

Γ(γ + 1)

Γ(γ + β + 1)

tγ+β
kγ+α+β+1(t) (by Lemma 2.1)

= M
Γ(γ + α+ 1)

Γ(γ + 1)

Γ(γ + β + 1)

Γ(γ + α+ β + 1)
tα

for dt-almost all t > 0. In particular if α ≥ 0, then ‖cγs‖ ≤ Msα ≤ Mtα for
ds-almost all 0 < s < t, so that

‖cγ+β
t ‖ = ‖(kγ+β+1(t))

−1(kβ ∗ (kγ+1 c
γ
· )(t)‖

≤ (kγ+β+1(t))
−1(kβ ∗ kγ+1)(t)Mtα = Mtα

for dt-almost all t > 0. (It is possible to prove directly that Γ(γ+α+1)Γ(γ+

β + 1)
{
Γ(γ + 1)Γ(γ + α+ β + 1)

}−1 ≤ 1 if α ≥ 0 (cf. the proof of Theorem
2.7(i) in [3]).)
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(ii) Since σ(u) ≤ 0, we can apply Theorem 2.5(ii), together with (17) and
Lemma 2.1, to obtain the following estimation for all λ > 0:

‖aλ‖ = λγ+1

∥∥∥∥
∫ ∞

0
e−λtkγ+1(t)c

γ
t dt

∥∥∥∥ ≤ λγ+1

∫ ∞

0
e−λtkγ+1(t)‖cγt ‖ dt

≤ λγ+1M
Γ(γ + α+ 1)

Γ(γ + 1)

∫ ∞

0
e−λtkγ+α+1(t) dt

= λγ+1M
Γ(γ + α+ 1)

Γ(γ + 1)
λ−(γ+α+1) = M

Γ(γ + α+ 1)

Γ(γ + 1)
λ−α.

This completes the proof. �

Remarks. (a) The assumption ‖cγt ‖ ≤ Mtα for dt-almost all t > 0
does not imply σ(u) ≤ 0 in the case where assumption (A) holds. For
example, the function u in Example 5 satisfies σ(u) = 1 by (12) and
c
2
t = (k3(t))

−1(k2 ∗ u)(t) = Γ(3)t−2f(t) = −2t−2 cos et on [log π
2 ,∞) by

(13). Hence supt>0 |t−α
c
2
t | < ∞ whenever α ≥ −2, since c

2
t = f(t) = 0 on

[0, δ]. On the other hand, if 0 ≤ γ ≤ 1 and ‖cγt ‖ = O(tα) (mod dt) as
t → ∞, then σ(u) ≤ 0. This can be proved by using Theorems 2.5(i) and
2.4 as follows.

σ(u) ≤ max{σ(u), 0} = max{w0(c
1
· ), 0} ≤ max{w0(c

γ
· ), 0} ≤ 0.

Further we note that if assumption (B) holds, then, for any γ ≥ 0, the
condition ‖cγt ‖ = O(tα) (mod dt) as t → ∞ implies σ(u) ≤ 0, and thus
Theorem 2.10(ii) holds without the assumption σ(u) ≤ 0. This can be
proved by using Theorems 2.7, 2.5(i), and 2.4 as follows.

σ(u) ≤ max{σ(u), 0} = max{σ(kγ ∗ u), 0} = max{w0(c
γ+1
· ), 0}

≤ max{w0(c
γ
· ), 0} = 0.

(b) Suppose assumption (A) or (B) holds. Then σ(u) = σ(w), where
w(t) := tβu(t) for t ≥ 0 with β > 0. This follows from an easy modification
of the argument in [1, Proposition 1.4.1]. (For the details, see the proof of
Theorem 2.3(i) in [3].) This will be used implicitely in Theorem 3.3 below.

Theorem 2.11. (Cf. Corollary 2.8 of [3].) Suppose assumption (A) or (B)
holds. Let γ ≥ 0, and α > −1− γ. Assume that ‖cγt ‖ = O(tα) (mod dt) as
t → ∞. Then the following hold.

(i) For all β > 0, ‖cγ+β
t ‖ = O(tα) (mod dt) as t → ∞.

(ii) If σ(u) ≤ 0, then ‖aλ‖ = O(λ−α) as λ ↓ 0.

Proof. By the assumption there exist M > 0 and K > 0 such that ‖cγt ‖ ≤
Mtα for dt-almost all t ≥ K.
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(i) For dt-almost all t > 0 we have

c
γ+β
t = (kγ+β+1(t))

−1(kβ ∗ (kγ ∗ u))(t)

= (kγ+β+1(t))
−1

(∫ K

0
+

∫ t

K

)
kβ(t− s)(kγ ∗ u)(s)ds =: I + II.

To estimate ‖I‖, first suppose assumption (B) holds. Then, for all t > 2K,

‖I‖ =
Mab

tγ+β

∥∥∥∥
∫ K

0
(t− s)β−1(kγ ∗ u)(s) ds

∥∥∥∥

=
Mab

tγ+β
tβ−1

∥∥∥∥
∫ K

0

(
1− s

t

)β−1
(kγ ∗ u)(s) ds

∥∥∥∥

≤ Mab

t1+γ
max{(1/2)β−1, 1}

∥∥∥∥
∫ K

0
(kγ ∗ u)(s) ds

∥∥∥∥ .

Next suppose assumption (A) holds. Then

‖I‖ ≤ Mab

t1+γ
max{(1/2)β−1, 1}

∫ K

0
‖(kγ ∗ u)(s)‖ ds (t > 2K).

Thus, in either case,

‖I‖ = O(t−1−γ) (t > 2K).

The estimation of ‖II‖ is done as follows (see (17)).

‖II‖ = (kγ+β+1(t))
−1

∥∥∥∥
∫ t

K
kβ(t− s)(kγ+1(s)c

γ
s ) ds

∥∥∥∥

≤ (kγ+β+1(t))
−1

∫ t

0
kβ(t− s)kγ+1(s)(Msα) ds

= M
Γ(γ + α+ 1)

Γ(γ + 1)

Γ(γ + β + 1)

Γ(γ + α+ β + 1)
tα

for all t > K. Thus α > −1− γ implies

‖cγ+β
t ‖ ≤ ‖I‖+ ‖II‖ = O(t−1−γ) +O(tα) = O(tα) (mod dt) as t → ∞.

(ii) Since σ(u) ≤ 0, we have

aλ = λγ+1

(∫ K

0
+

∫ ∞

K

)
e−λt(kγ ∗ u)(t) dt =: III + IV

for all λ > 0. Here if assumption (B) holds, then

‖III‖ ≤ λγ+1

∥∥∥∥
∫ K

0
(kγ ∗ u)(s) ds

∥∥∥∥ = O(λγ+1) (λ > 0);
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and if assumption (A) holds, then

‖III‖ ≤ λγ+1

∫ K

0
‖(kγ ∗ u)(s)‖ ds = O(λγ+1) (λ > 0).

The estimation of ‖IV ‖ is done as follows.

‖IV ‖ ≤ λγ+1

∫ ∞

K
e−λtkγ+1(t)‖cγt ‖ dt

≤ λγ+1M
Γ(γ + α+ 1)

Γ(γ + 1)

∫ ∞

K
e−λtkγ+α+1(t) dt

≤ M
Γ(γ + α+ 1)

Γ(γ + 1)
λ−α.

Thus α > −1− γ implies

‖aλ‖ ≤ ‖III‖+ ‖IV ‖ = O(λγ+1) +O(λ−α) = O(λ−α) as λ ↓ 0.

This completes the proof. �

Remark. If the assumption “‖cγt ‖ = O(tα) (mod dt) as t → ∞ in Theorem
2.11 is replaced with the local assumption “‖cγt ‖ = O(tα) (mod dt) as t ↓ 0”,
then the following hold.

(i) For all β > 0, ‖cγ+β
t ‖ = O(tα) as t → +0.

(ii) If σ(u) < ∞, then ‖aλ‖ = O(λ−α) as λ ↑ ∞.
For, by the assumption, there exist M > 0 and K > 0 such that ‖cγt ‖ ≤

Mtα for dt-almost all 0 < t ≤ K. Then, as in the proof of Theorem 2.11(i),

‖cγ+β
t ‖ ≤

(
kγ+β+1(t)

)−1
∫ t

0
kβ(t− s)kγ+1(s)

(
Msα

)
ds

= M
Γ(γ + α+ 1)

Γ(γ + 1)

Γ(γ + β + 1)

Γ(γ + α+ β + 1)
tα

for dt-almost all 0 < t ≤ K, so that (i) follows. To prove (ii), note that

‖cγ+1
t ‖ = O(tα) (mod dt) as t → +0 by (i), whence there exist M1 > 0 and

K > 0 such that ‖cγ+1
t ‖ ≤ M1t

α for dt-almost all 0 < t ≤ K. Then for all
λ > max {σ(u), 0} we have

aλ = λγ+2
(∫ K

0
+

∫ ∞

K

)
e−λtkγ+2(t)c

γ+1
t dt =: I + II,
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where

‖I‖ ≤ λγ+2

∫ K

0
e−λtkγ+2(t)

(
M1t

α
)
dt

≤ λγ+2 M1
Γ(γ + α+ 2)

Γ(γ + 2)

∫ ∞

0
e−λtkγ+α+2(t) dt

= M1
Γ(γ + α+ 2)

Γ(γ + 2)
λ−α = O(λ−α).

As for ‖II‖, since w0(kγ+1 ∗ u) ≤ max{σ(u), 0} by Theorem 2.5(i), we see
that

‖II‖ ≤ λγ+2

∫ ∞

K
e−λt‖(kγ+1 ∗ u)(t)‖ dt

≤ λγ+2 e−(λ/2)K

∫ ∞

K
e−(λ/2)t‖(kγ+1 ∗ u)(t)‖ dt

= λγ+2 e−(λ/2)K o(1) = o(λ−α) as λ ↑ ∞.

Consequently ‖aλ‖ ≤ ‖I‖ + ‖II‖ = O(λ−α) + o(λ−α) = O(λ−α) as λ ↑ ∞,
which is the desired result.

As an immediate consequence of Theorem 2.11 we have the next corollary.

Corollary 2.12. Suppose assumption (A) or (B) holds. Then the following
hold.

(i) If γ′ > γ ≥ 0, then α0(c
γ′

· ) ≤ max{α0(c
γ
· ),−1− γ}.

(ii) If σ(u) ≤ 0, then α0(a·) ≤ max{α0(c
γ
· ),−1− γ} for all γ ≥ 0.

Remark. Let λ0 > 0. Then the function u(t) := tλ0−1 for t ≥ 0 satisfies

c
γ
t =

γ

tγ

∫ t

0

(t− s)γ−1sλ0−1 ds = γ tλ0−1

∫ 1

0

(1− s)γ−1sλ0−1 ds = γ tλ0−1B(γ, λ0)

for all γ > 0 and t > 0, and

aλ = λ

∫ ∞

0
e−λttλ0−1 dt = λ−(λ0−1)

∫ ∞

0
e−ttλ0−1 dt = λ−(λ0−1)Γ(λ0)

for all λ > 0. Thus we have α0(c
γ
· ) = α0(u) = λ0 − 1 = α0(a·) for all γ ≥ 0.

Of course this is a special case. In general the function γ 7→ α0(c
γ
· ) is not

constant on [0,∞). To see this the following examples would be interesting.

Example 7. Let u(t) := sin t for t ≥ 0. Then α0(a·) = −1, and

α0(c
γ
· ) =

{
−γ (0 ≤ γ < 1),
−1 (γ ≥ 1).
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To see this we first note that

aλ = λ

∫ ∞

0
e−λt sin t dt =

λ

1 + λ2

for all λ > 0, whence α0(a·) = −1. On the other hand, since c
1
t =

t−1
∫ t
0 sin s ds = t−1(1 − cos t) for all t > 0, it follows that α0(c

1
· ) = −1.

Therefore, by Corollary 2.12, α0(c
γ
· ) = −1 for all γ ≥ 1. It is clear that

α0(c
0
· ) = α0(u) = 0. Next suppose 0 < γ < 1. Then, for t > 4π, we have

c
γ
t =

γ

tγ

∫ t

0
(t− s)γ−1 sin s ds

=
γ

tγ

(∫ t−K

0
+

∫ t

t−K

)
(t− s)γ−1 sin s ds = :

γ

tγ
(
I + II

)
,

where K is defined to be the constant such that 2π < K ≤ 4π and (t −
K)(2π)−1 is a positive integer. Then

|II| ≤
∫ t

t−K
(t− s)γ−1| sin s| ds ≤

∫ K

0
sγ−1 ds =

Kγ

γ
≤ (4π)γ

γ
.

Since t−K = 2πl for some integer l ≥ 1, and since the function s 7→ (t−s)γ−1

is positive and strictly increasing on [0, t], it follows that
∫ 2jπ

2jπ−2π
(t− s)γ−1 sin s ds < 0 <

∫ 2jπ+π

2jπ−π
(t− s)γ−1 sin s ds

for all 1 ≤ j ≤ l − 1. Therefore, using
∫ π
0 (t− s)γ−1 sin s ds > 0, we have

0 < −
∫ t−K

0
(t− s)γ−1 sin s ds = −

∫ 2lπ

0
(t− s)γ−1 sin s ds

= −



∫ π

0
+

l−1∑

j=1

∫ 2jπ+π

2jπ−π
+

∫ 2lπ

2lπ−π


 (t− s)γ−1 sin s ds

< −
∫ 2lπ

2lπ−π
(t− s)γ−1 sin s ds <

∫ 2lπ

2lπ−π
(t− s)γ−1 ds

< π(t− 2lπ)γ−1 = πKγ−1 < π(2π)γ−1,

so that

|I| =
∣∣∣∣
∫ t−K

0
(t− s)γ−1 sin s ds

∣∣∣∣ < π(2π)γ−1.

Hence

|cγt | ≤
γ

tγ
(
|I|+ |II|

)
≤ γ

tγ

(
π(2π)γ−1 +

(4π)γ

γ

)
,
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and thus α0(c
γ
· ) ≤ −γ. By a similar argument,

lim sup
t→∞

∫ t

0
(t− s)γ−1 sin s ds ≥ lim sup

n→∞

∫ 2nπ+π

2nπ−π
(2nπ + π − s)γ−1 sin s ds

≥
∫ 3π

π
(3π − s)γ−1 sin s ds > 0,

so that lim supt→∞ |tγcγt | > 0, and hence α0(c
γ
· ) ≥ −γ. Consequently

α0(c
γ
· ) = −γ.

Using Example 7 we prove here that the function u(t) = sin t satisfies
σ(kγ ∗ u) = σ(u) = 0 for all γ > 0 (cf. Example 4). It is obvious that

σ(u) = 0. Next suppose γ > 0. Since γ + 1 > 1, we have α0(c
γ+1
· ) = −1 by

Example 7. Hence the equation

Γ(γ + 1) (kγ+1 ∗ u)(t) =
∫ t

0
(t− s)γ sin s ds =

tγ+1

γ + 1
c
γ+1
t (t > 0)

shows that w0(kγ+1 ∗ u) = 0 and that limt→∞(kγ+1 ∗ u)(t) does not exist.
Hence, by Theorem 1.4.3 of [1], σ(kγ∗u) = w0(1∗(kγ ∗u)) = w0(kγ+1∗u) = 0.

Example 8. For n ≥ 1 let Hn be the linear subspace of L2([0, 1],R) deter-
mined by the functions vl(t) := tl on [0, 1] with l = 0, 1, . . . , n − 1. Denote
by Pn the orthogonal projection operator from L2([0, 1],R) to Hn and define

(18) u := vn − Pnvn.

u can be regarded as a continuous function on [0, 1]. Also we can regard u as
a function on [0,∞) by setting u(t) := 0 for all t > 1. Then u ∈ L1([0,∞),R)
and the following hold.

(19) α0(c
γ
· ) =

{
−∞ if γ = 0, 1, . . . , n,
−1− n if γ ∈ [0,∞) \ {0, 1, . . . , n},

and α0(a·) = −1 − n. (We note that σ(u) = −∞. See Remark (b) under
Theorem 2.9.)

To see this we first note that σ(u) = −∞ and α0(c
0
· ) = α0(u) = −∞,

since u(t) = 0 for all t > 1 by definition. If γ = k, where k is an integer
satisfying 1 ≤ k ≤ n, then, using the equation

∫ t

0
slu(s) ds =

∫ 1

0
slu(s) ds =

∫ 1

0
sl(vn − Pnvn)(s) ds = 0

for all t > 1 and l = 0, 1, . . . , k − 1, we obtain that

c
k
t =

k

tk

∫ t

0
(t− s)k−1u(s) ds =

k

tk

k−1∑

l=0

(
k − 1

l

)
tk−1−l(−1)l

∫ t

0
slu(s) ds = 0



172 RYOTARO SATO

for all t > 1. It follows that α0(c
k
· ) = −∞. On the other hand, since

c
n+1
t =

n+ 1

tn+1

∫ t

0
(t− s)nu(s) ds =

n+ 1

tn+1

∫ 1

0
(t− s)nu(s) ds

=
n+ 1

tn+1
(−1)n

∫ 1

0
snu(s) ds (t ≥ 1),

and ∫ 1

0
snu(s) ds =

∫ 1

0
(vn − Pnvn)

2(s) ds > 0,

it follows that α0(c
n+1
· ) = −1− n. Further,

(kn+1 ∗ u)(t) =
1

n!

∫ t

0
(t− s)nu(s) ds =

(−1)n

n!

∫ 1

0
snu(s) ds 6= 0 (t ≥ 1).

Thus, by Theorem 2.5(ii), for all λ > 0

aλ = λn+2

∫ ∞

0
e−λt(kn+1 ∗ u)(t) dt

= λn+2

∫ 1

0
e−λt

(
(kn+1 ∗ u)(t)−

(−1)n

n!

∫ 1

0
snu(s) ds

)
dt

+ λn+2

∫ ∞

0
e−λt

(
(−1)n

n!

∫ 1

0
snu(s) ds

)
dt

= λn+1

{
λ

∫ 1

0
e−λt

(
(kn+1 ∗ u)(t)−

(−1)n

n!

∫ 1

0
snu(s) ds

)
dt

+
(−1)n

n!

∫ 1

0
snu(s) ds

}
.

Since

lim
λ↓0

λ

∫ 1

0
e−λt

(
(kn+1 ∗ u)(t)−

(−1)n

n!

∫ 1

0
snu(s) ds

)
dt = 0,

it follows that

lim
λ↓0

λ−1−n
aλ =

(−1)n

n!

∫ 1

0
snu(s) ds 6= 0.

Hence α0(a·) = −1 − n. Combining this with the result that α0(c
n+1
· ) =

−1−n, and using Corollary 2.12, we have α0(c
γ
· ) = −1−n for all γ ≥ n+1.

Finally, suppose k = 0, 1, . . . , n and 0 < β < 1. Then

c
k+β
t =

k + β

tk+β

∫ t

0
(t− s)k(t− s)β−1u(s) ds

=
k + β

tk+1

∫ 1

0
(t− s)k

(
1− s

t

)β−1
u(s) ds
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for all t > 1. We write
(
1− s

t

)β−1

=

(
n−k−1∑

l=0

+

∞∑

l=n−k

)
(1− β)(2 − β) . . . (l − β)

l!

(s
t

)l
=: f(s) + g(s).

Since f(s) is a polynomial function with degree max{n− k − 1, 0}, and

g(s) =
(1− β)(2 − β) . . . (n − k − β)

(n− k)!

(s
t

)n−k
(1 + o(1)) as t → ∞,

it follows that ∫ 1

0
(t− s)kf(s)u(s) ds = 0,

and∫ 1

0
(t− s)kg(s)u(s) ds

=

∫ 1

0
(t− s)k

(1− β)(2− β) . . . (n− k − β)

(n − k)!

(s
t

)n−k
(1 + o(1))u(s) ds

=
(1− β)(2 − β) . . . (n− k − β)

(n− k)!
(−1)kt−(n−k)

∫ 1

0
sn(1 + o(1))u(s) ds

as t → ∞. Thus

lim
t→∞

tn+1
c
k+β
t =

(k + β)(1 − β)(2− β) . . . (n− k − β)

(n − k)!
(−1)k

∫ 1

0
snu(s) ds

6= 0,

which shows that α0(c
k+β
· ) = −1− n.

Theorem 2.13. (Cf. Theorem 2.9 of [3].) Suppose assumption (B) holds.
Let γ ≥ 1, and α > −1− γ. Then the following hold.

(i) supt>0 ‖t−α
c
γ
t ‖ < ∞ if and only if σ(u) ≤ 0 and supλ>0 ‖λα

aλ‖ < ∞.
(ii) ‖cγt ‖ = O(tα) as t → ∞ if and only if σ(u) ≤ 0 and ‖aλ‖ = O(λ−α)

as λ ↓ 0.

Proof. First we note that, since γ ≥ 1 by assumption, t 7→ c
γ
t becomes a

continuous function on (0,∞), as was remarked in §1. Then each of the first
conditions of (i) and (ii) implies σ(u) ≤ 0 (cf. Remark (a) under Theorem
2.10), so that the necessity parts of (i) and (ii) follow from Theorems 2.10(ii)
and 2.11(ii), respectively.

To show the sufficiency part of (i), suppose λα‖aλ‖ ≤ M for all λ > 0.
By Lemma 2.6 we have

λα
aλ = λα+γ

∫ ∞

0
e−λs(kγ−1 ∗ u)(s) ds
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for all λ > 0. Since u is positive, it follows that

λα
aλ ≥ λα+γ

∫ t

0
e−λs(kγ−1 ∗ u)(s) ds

≥ λα+γe−λt(kγ ∗ u)(t) = λα+γe−λtkγ+1(t)c
γ
t ≥ 0 (t > 0).

Thus λα+γe−λtkγ+1(t)‖cγt ‖ ≤ M for all λ > 0 and t > 0. Fix any t > 0 and
let λ = 1/t. Then we have that t−α‖cγt ‖ ≤ MeΓ(γ + 1) for all t > 0, i.e.
that supt>0 ‖t−α

c
γ
t ‖ < ∞. This proof also shows the sufficiency part of (ii),

since λ = 1/t ↓ 0 is equivalent to t → ∞. �

Remarks. (a) Assumption (B) cannot be replaced with (A) in Theorem
2.13; further, the hypothesis γ ≥ 1 cannot be replaced with γ > 1− ǫ, where
0 < ǫ < 1. For these and more we refer the reader to [3].

(b) Suppose assumption (B) holds. Let γ ≥ 1 and α > −1 − γ. Then,
under the additional assumption that σ(u) < ∞, we have ‖cγt ‖ = O(tα) as
t → +0 if and only if ‖aλ‖ = O(λ−α) as λ ↑ ∞. This follows easily from
Remark under Theorem 2.11 and the argument given in Theorem 2.13. We
note that assumption (B) cannot be replaced with (A), here. To see this we
give the following example.

Example 9. Let u be the real-valued function on [0,∞) defined by u(t) :=∑∞
n=1 fn(t), where fn has the form

fn(t) = an
(
χ[bn−δn, bn)(t)− χ[bn, bn+δn)(t)

)
,

with an, bn, δn > 0 (δn is sufficiently small), and satisfies
∫ ∞

0
|fn(t)| dt = an(2δn) = n−2 (n ≥ 1).

(bn and δn will be determined below.) Hence
∫ ∞

0

|u(t)| dt ≤
∞∑

n=1

∫ ∞

0

|fn(t)| dt

< ∞, and

c
1
bn =

1

bn

∫ bn

bn−δn
fn(t) dt =

n−2

2bn
.

Thus, if 1 > b1 > b2 > . . . , limn→∞ n−2/2bn = ∞, and bn−δn > bn+1+δn+1,
then lim supt→0 c

1
t ≥ limn→∞ c

1
bn

= ∞.

On the other hand, since 0 < te−t ≤ e−1 for all t > 0 and limt→∞ te−t = 0,
it follows that

0 < λ

∫ ∞

0
e−λtfn(t) dt ≤

∫ bn−1

bn+1

λte−λt 1

t
|fn(t)| dt → 0
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as λ ↑ ∞. Hence there exists λn > 0 so that if λ ≥ λn then

0 < λ

∫ ∞

0
e−λtfn(t) dt < n−2.

Now, suppose 0 < λ < λn. Then we have

λ

∫ ∞

0
e−λtfn(t) dt ≤ λanδn

(
e−λ(bn−δn) − e−λ(bn+δn)

)

= λ
n−2

2
e−λbn(eλδn − e−λδn)

≤ λn
n−2

2
(eλnδn − e−λnδn) (because 0 < λ < λn).

Since limδ↓0 eλnδ − e−λnδ = 0, if δn > 0 is sufficiently small, then

λn
n−2

2
(eλnδn − e−λnδn) < n−2 (n ≥ 1).

Thus we have

0 < λ

∫ ∞

0
e−λtfn(t) dt < n−2 for all λ > 0 and n ≥ 1,

so that

sup
λ>0

|aλ| = sup
λ>0

λ

∫ ∞

0
e−λtu(t) dt = sup

λ>0

∞∑

n=1

λ

∫ ∞

0
e−λtfn(t) dt < ∞.

Consequently we have: σ(u) ≤ 0, ‖aλ‖ = O(1) as λ ↑ ∞, and ‖c1t ‖ 6= O(1)
as t → +0.

(c) Suppose assumption (A) or (B) holds. Assume that x = limt→∞ c
γ
t

(mod dt) exists for some γ ≥ 0. Then

(i) limt→∞ c
γ+β
t = x (mod dt) for all β > 0;

(ii) limλ↓0 aλ = x whenever σ(u) ≤ 0.
For, by considering the function t 7→ u(t) − x, it is sufficient to check the
case where ‖cγt ‖ = o(1) (mod dt) as t → ∞. Then the proof of Theorem 2.11

with α = 0 shows that ‖cγ+β
t ‖ = o(1) (mod dt) as t → ∞ for all β > 0, and

‖aλ‖ = o(1) as λ ↓ 0. (For these and more we refer the reder to [2], [5]–[6],
[12].)

Here, if the assumption “x = limt→∞ c
γ
t (mod dt)” is replaced with the

local assumption “x = limt→+0 c
γ
t ” (mod dt), then the same proof together

with Remark under Theorem 2.11 yields that

(iii) limt→+0 c
γ+β
t = x (mod dt) for all β > 0;

(iv) limλ↑∞ aλ = x whenever σ(u) < ∞.

Corollary 2.14. (Cf. Corollary 2.10 of [3].) Suppose assumption (B) holds.
Then the following hold.
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(i) If γ ≥ 1 and α > −2, then supt>0 ‖t−α
c
γ
t ‖ < ∞ ⇔ supt>0 ‖t−α

c
1
t ‖ <

∞ ⇔ σ(u) ≤ 0 and supλ>0 ‖λα
aλ‖ < ∞.

(ii) If u 6= 0 and σ(u) ≤ 0, then the function γ 7→ α0(c
γ
· ) is decreasing on

(0,∞) and satisfies α0(c
γ
· ) = α0(a·) ≥ −1 for all γ ≥ 1.

Proof. (i) This is direct from Theorem 2.13(i).
(ii) For λ > 0 and K > 0 we have

aλ = λ

∫ ∞

0
e−λtu(t) dt ≥ λ

∫ K

0
e−λtu(t) dt ≥ λe−λK

∫ K

0
u(t) dt ≥ 0.

By the hypothesis u 6= 0,

lim
λ↓0

e−λK

∫ K

0
u(t) dt =

∫ K

0
u(t) dt > 0

for some K > 0. It follows that α0(a·) ≥ −1, whence α0(c
γ
· ) = α0(a·) ≥ −1

for all γ ≥ 1 by Theorem 2.13(ii). In particular, α0(c
1
· ) ≥ −1. Thus, by

Corollary 2.12(i), α0(c
γ
· ) ≥ α0(c

γ′

· ) ≥ α0(c
1
· ) ≥ −1 if 0 < γ < γ′ < 1.

This completes the proof. �

Remark. The following examples explain the behaviour of the function

γ 7→ α0(c
γ
· ) on [0,∞) for u ∈ Limprop. loc

1 ([0,∞),X+) with X a Banach
lattice. (Cf. Corollary 2.14(ii).)

Example 10. The nonnegative real-valued function u on [0,∞) defined by

u(t) :=

{
1 if t ∈ ∪∞

n=1[n
n − 1, nn],

0 otherwise.

satisfies σ(u) = 0, α0(c
γ
· ) = −γ for 0 ≤ γ ≤ 1, and α0(c

γ
· ) = −1 = α0(a·)

for all γ ≥ 1. (Indeed, it is clear that u ∈ Lloc
1 ([0,∞),R+), σ(u) = 0, and

α0(u) = α0(c
0
· ) = 0. If 0 < γ ≤ 1, then, using the relation

∫ 1
0 sγ−1 ds =

γ−1 ≥
∫ a+1
a sγ−1 ds for all a ≥ 0, we obtain that, for all nn < t ≤ (n+1)n+1,

c
γ
t =

γ

tγ

∫ t

0
(t− s)γ−1u(s) ds

=
γ

tγ

(
n∑

k=1

∫ kk

kk−1
(t− s)γ−1 ds+

∫ t

(n+1)n+1−1
(t− s)γ−1 ds

)

≤ 1

tγ
(n+ 1) ≤ 2

tγ
· n ≤ 2

tγ
· t1/n,

and

c
γ
nn =

γ

(nn)γ

∫ nn

0
(nn − s)γ−1u(s) ds ≥ 1

(nn)γ
.
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It follows that α0(c
γ
· ) = −γ if 0 < γ ≤ 1. Hence, by Corollary 2.14(ii),

α0(c
γ
· ) = −1 = α0(a·) for all γ ≥ 1.)

Example 11. The nonnegative real-valued function u on [0,∞) defined by
u(t) := χ[0,1](t) satisfies α0(u) = α0(c

0
· ) = −∞ and α0(c

γ
· ) = −1 = α0(a·)

for all γ > 0. (Indeed, it is clear that α0(u) = −∞. If γ > 0, t > 1 and
λ > 0, then

c
γ
t =

γ

tγ

∫ 1

0
(t− s)γ−1 ds =

γ

t

∫ 1

0

(
1− s

t

)γ−1
ds =

γ

t
(1 + o(1))

as t → ∞, and

aλ = λ

∫ 1

0
e−λs ds = λ

1− e−λ

λ
= λ(1 + o(1))

as λ ↓ 0. It follows that α0(c
γ
· ) = −1 = α0(a·) for all γ > 0.)

Finally, we characterize the condition supt>0 ‖c1t ‖ < ∞ under assumption

(A) by using the partial Abel means λ
∫ b
0 e−λtu(t) dt (λ, b > 0) as follows.

Theorem 2.15. Suppose assumption (A) holds. Let M > 0. Then the
following hold.

(i) If supt>0 ‖c1t ‖ ≤ M , then supλ, b>0 ‖λ
∫ b
0 e−λtu(t) dt‖ ≤ M .

(ii) If supλ, b>0 ‖λ
∫ b
0 e−λtu(t) dt‖ ≤ M , then supt>0 ‖c1t ‖ ≤ (2e− 1)M

Proof. (i) Let b > 0. Then the function ub(t) = χ[0, b](t)u(t) satisfies

‖c1t (ub)‖ ≤ M for all t > 0. Since λ
∫ b
0 e−λtu(t) dt = aλ(ub) for all λ > 0, it

now follows from Theorem 2.10(ii) (with α = 0) that ‖λ
∫ b
0 e−λtu(t) dt‖ ≤ M

for all λ > 0.
(ii) Let λ, t > 0. Integration by parts gives
∫ t

0
u(s) ds =

∫ t

0
eλse−λsu(s) ds

= eλt
∫ t

0
e−λsu(s) ds− λ

∫ t

0
eλs
( ∫ s

0
e−λru(r) dr

)
ds

=
eλt

λ
λ

∫ t

0
e−λsu(s) ds−

∫ t

0
eλs
(
λ

∫ s

0
e−λru(r) dr

)
ds,

so that ∥∥∥
∫ t

0
u(s) ds

∥∥∥ ≤
(eλt

λ
+

∫ t

0
eλs ds

)
M =

2eλt − 1

λ
M.

Here, putting λ = 1/t, we obtain ‖t−1
∫ t
0 u(s) ds‖ ≤ (2e− 1)M for all t > 0.

This completes the proof. �
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Remark. Suppose assumption (A) holds. Let α + 1 ≥ 0. Then the next
results follow easily from the proofs of Theorems 2.10, 2.11 and 2.15. (We
omit the details.)

(i) supt>0 ‖t−α
c
1
t ‖ < ∞ if and only if supλ>0 ‖λα+1

∫ b
0 e−λtu(t) dt‖ < ∞.

(ii) ‖c1t ‖ = O(tα) as t → ∞ if and only if supb>0 ‖λ
∫ b
0 e−λtu(t) dt‖ =

O(λ−α) as λ ↓ 0.
(iii) ‖c1t ‖ = O(tα) as t → +0 if and only if there exist constants K, M > 0

such that sup0<b<K ‖λ
∫ b
0 e−λtu(t) dt‖ ≤ Mλ−α for all λ > 0. (The latter

condition is equivalent to sup0<b<K ‖λ
∫ b
0 e−λtu(t) dt‖ = O(λ−α) as λ ↑ ∞,

since α+ 1 ≥ 0.)

3. Operator-valued functions

In this section we consider strongly measurable operator-valued functions
T : [0,∞) → B(X), where B(X) denotes the Banach algebra of all bounded
linear operators on a Banach space X, with the usual operator norm. We
assume that T is strongly locally integrable. This means by definition that∫ b
0 ‖T (t)x‖ dt < ∞ for all x ∈ X and 0 < b < ∞. When X is a Banach
lattice and T is positive (i.e. T (t) is a positive operator on X for all t ≥ 0),
we also assume that T is improperly strongly locally integrable. This means

by definition that for all x ∈ X and 0 < a < b < ∞,
∫ b
a ‖T (t)x‖ dt < ∞

and
∫ b
0 T (t)x dt := lima↓0

∫ b
a T (t)x dt exists. Thus, unless the contrary is

mentioned explicitely, we will assume below that
(OA) T is strongly locally integrable, or
(OB) X is a Banach lattice and T is positive and improperly strongly

locally integrable.

Under assumption (OA) or (OB),
∫ b
0 T (t) dt denotes the operator x 7→∫ b

0 T (t)x dt on X. Similarly, for γ ≥ 1 and t > 0, Cγ
t = Cγ

t (T ) denotes the

operator x 7→ c
γ
t (ux) = (kγ+1(t))

−1(kγ ∗ ux)(t) on X, where ux(s) := T (s)x.
Cγ
t is called the γ-th order Cesàro mean of T over [0, t]. We note that if

0 < γ < 1, then the integral (kγ ∗ ux)(t) =
∫ t
0 (t − s)γ−1T (s)x ds may fail

to exist for some x ∈ X and t > 0, so that the γ-th order Cesàro mean
Cγ
t cannot be defined as an operator on X in general. But, if we assume

that T satisfies sup{‖T (s)‖ : a ≤ s ≤ b} < ∞ for all 0 < a < b < ∞,
then c

γ
t (ux) exists for all x ∈ X and t > 0. Thus in this case the operator

Cγ
t : x 7→ c

γ
t (ux) can be defined as an operator on X for all γ > 0 and t > 0.

In the following we set C0
t := T (t) for t > 0, and Cγ

0 := T (0) for γ ≥ 0.
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We recall (see §1) that
(20)

w0(T ) := inf {w ∈ R : ‖T (t)‖ = O(ewt) (mod dt) as t → ∞},

σ(T ) := inf

{
Reλ

∣∣∣∣∣

∫∞
0 e−λsT (s)x ds := limt→∞

∫ t
0 e

−λsT (s)x ds
exists for all x ∈ X

}

= sup {σ(ux) : x ∈ X}.

If T is strongly continuous on (0,∞) and strongly locally bounded (i.e.,
the function t 7→ T (t)x is continuous on (0,∞) and satisfies
sup0≤t≤1 ‖T (t)x‖ < ∞ for all x ∈ X), then, by the uniform boundedness
principle, sup0≤t≤b ‖T (t)‖ < ∞ for all b > 0. In this case we have

(21)
w0(ux) = sup {w ∈ R : supt≥0 ‖e−wtT (t)x‖ < ∞},
w0(T ) = inf {w ∈ R : supt≥0 ‖e−wtT (t)‖ < ∞}

= sup {w0(ux) : x ∈ X}.

Let λ ∈ C. If Reλ > σ(T ), then
∫∞
0 e−λsT (s) ds is defined as the operator

x 7→
∫∞
0 e−λsT (s)x ds on X; in particular, if Reλ > max{σ(T ), 0}, then

the Abel mean Aλ := Aλ(T ) = λ
∫∞
0 e−λsT (s) ds of T is defined as Aλx =

λ
∫∞
0 e−λsT (s)x ds for all x ∈ X.
We recall that if σ(T ) ≤ 0, then the growth order α0(A·) of A· (at λ = 0)

is defined by the right-hand side of (4) with Aλ instead of aλ. Similarly, the
polynomial growth order α0(T ) of T (at ∞) is defined by the right-hand side
of (5) with T (t) instead of u(t).

It is easily seen (and well-known) that if X is a Banach lattice and P :
X → X is a positive linear operator on X, then P ∈ B(X). But, if X is a
general Banach space with dimX = ∞, then there are many linear operators
on X which are not bounded. Therefore the next lemma is of some interest
by itself.

Lemma 3.1. Let T : [0, 1] → B(X) be strongly integrable. Then the

operator
∫ 1
0 T (t) dt is in B(X).

Proof. Let xn ∈ X and limn→∞ ‖xn‖ = 0. For the proof it is sufficient to
show that

lim
n→∞

∥∥∥∥
∫ 1

0
T (t)xn dt

∥∥∥∥ = 0.

To do this we note that, since the functions t 7→ T (t)xn are strongly mea-
surable on [0, 1], there exists a separable closed subspace Y of X and a
Lebesgue measurable set D ⊂ [0, 1] with Lebesgue measure zero such that
xn, T (t)xn ∈ Y for all n ≥ 1 and t ∈ [0, 1] \ D. Choose a countable set
{yn : n ≥ 1} ⊂ Y , with ‖yn‖ = 1 for all n ≥ 1, such that it is dense in
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{y ∈ Y : ‖y‖ = 1}. Define

‖T (t)‖Y := sup {‖T (t)y‖ : y ∈ Y, ‖y‖ = 1}.

Since ‖T (t)‖Y = sup {‖T (t)yn‖ : n ≥ 1} for t ∈ [0, 1], it follows that the
function t 7→ ‖T (t)‖Y is Lebesgue measurable on [0, 1]. Thus [0, 1] can
be written as a countable union of Lebesgue measurable subsets En, where
En := {t ∈ [0, 1] : ‖T (t)‖Y ≤ n}. Then, for n ≥ 1 and y ∈ Y , define

Sny :=

∫

En

T (t)y dt.

It follows that each Sn is a bounded linear operator from Y to X, with

‖Sn‖ ≤ n. Since limn→∞ Sny =
∫ 1
0 T (t)y dt for y ∈ Y , we then apply

the uniform boundedness principle to infer that M := supn≥1 ‖Sn‖ < ∞.

Hence ‖
∫ 1
0 T (t)y dt‖ ≤ M‖y‖ for y ∈ Y , so that limn→∞ ‖

∫ 1
0 T (t)xn dt‖ ≤

limn→∞M‖xn‖ = 0. This completes the proof. �

It follows from Lemma 3.1 and the uniform boundedness principle that,

under assumption (OA) or (OB), ‖
∫ t
0 T (s) ds‖ < ∞ and ‖

∫ t
0 e

−λsT (s) ds‖ <

∞ for all t > 0. Further, we have sup0≤t≤b ‖
∫ t
0 T (s) ds‖ < ∞ for all 0 < b <

∞, and ‖
∫∞
0 e−λsT (s) ds‖ < ∞ whenever Reλ > σ(T ).

Theorem 3.2. Suppose assumption (OA) or (OB) holds. Let S(t) :=∫ t
0 T (s) ds and S∞ be the strong limit of S(t) as t → ∞ if it exists, and
S∞ := 0 otherwise. Then

(i) σ(T ) = inf
{
λ ∈ R : supt>0 ‖

∫ t
0 e

−λsT (s)x ds‖ < ∞ for all x ∈ X
}

= w0(S − S∞);

(ii) limt→∞ ‖
∫∞
0 e−λsT (s) ds−

∫ t
0 e

−λsT (s) ds‖ = 0 whenever Reλ > σ(T ).

Proof. This is an adaptation of the argument in [1, Proposition 1.4.5].
(i) Suppose λ0 > σ(T ) and x ∈ X. Since λ0 > σ(T ) ≥ σ(ux), it follows

that
∫∞
0 e−λ0sT (s)x ds = limt→∞

∫ t
0 e

−λ0sT (s)x ds exists, so that

sup
t>0

∥∥∥∥
∫ t

0
e−λ0sT (s)x ds

∥∥∥∥ < ∞.

Conversely, suppose λ0 ∈ R satisfies supt>0 ‖
∫ t
0 e

−λ0sT (s)x ds‖ < ∞ for all
x ∈ X. Then put, for x ∈ X,

Gx(t) :=

∫ t

0
e−λ0sT (s)x ds.
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Integration by parts gives

∫ t

0

e−λsT (s)x ds =

∫ t

0

e−(λ−λ0)se−λ0sT (s)x ds(22)

= e−(λ−λ0)tGx(t) + (λ− λ0)

∫ t

0

e−(λ−λ0)sGx(s) ds

for all λ ∈ C and t > 0. Since supt>0 ‖Gx(t)‖ < ∞, it follows that∫∞
0 e−λsT (s)x ds = limt→∞

∫ t
0 e

−λsT (s)x ds exists if λ > λ0. It follows that
λ0 ≥ σ(ux) for all x ∈ X, and hence λ0 ≥ σ(T ). This proves the first
equality in (i).

To prove the second equality σ(T ) = w0(S−S∞), let ṽx(t) := S(t)x−S∞x,
and

vx(t) :=

{
S(t)x− lims→∞ S(s)x if the limit exists,
S(t)x otherwise.

First assume that the strong limit S∞ exists. Then vx = ṽx and σ(ux) =
σ(T (·)x) = w0(vx) by Theorem 1.4.3 of [1] for all x ∈ X. Since S − S∞ is
strongly continuous on [0,∞) and hence strongly locally bounded, we may
apply (21) for S − S∞ instead of T to obtain that

σ(T ) = sup{σ(ux) : x ∈ X} = sup{w0(vx) : x ∈ X}
= sup{w0(ṽx) : x ∈ X} = w0(S − S∞).

Next assume that S(t) does not converge strongly on X as t → ∞. Then
S∞ = 0 by definition, and the set E := {x ∈ X : lim

t→∞
S(t)x does not exist}

is not empty. If x ∈ E, then vx = ṽx and σ(ux) = w0(vx) ≥ 0. If x 6∈ E,
then σ(ux) = w0(vx) ≤ 0 (by Theorem 1.4.3 of [1]), and thus w0(ṽx) ≤ 0
(since vx(t) = ṽx(t)− lims→∞ S(s)x for all t ≥ 0). It follows that

0 ≤ σ(T ) = sup{σ(ux) : x ∈ E} = sup{w0(vx) : x ∈ E}
= sup{w0(ṽx) : x ∈ E} = sup{w0(ṽx) : x ∈ X} = w0(S − S∞).

(ii) Let Reλ > λ0 > σ(T ). Since the above-defined function Gx(·) is
bounded on (0,∞) for all x ∈ X, the uniform boundedness principle implies

(23) M := sup
t>0

∥∥∥∥
∫ t

0
e−λ0sT (s) ds

∥∥∥∥ < ∞.

Hence (ii) follows immediately from the following formula (see (22)):

(24)
∥∥∥
∫ ∞

0

e−λsT (s)x ds−
∫ t

0

e−λsT (s)x ds
∥∥∥ ≤

∥∥∥ e−(λ−λ0)t

∫ t

0

e−λ0sT (s)x ds
∥∥∥
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+
∥∥∥(λ− λ0)

∫ ∞

t

e−(λ−λ0)s

(∫ s

0

e−λ0rT (r)x dr

)
ds
∥∥∥

≤ e−(Reλ−λ0)tM‖x‖+ |λ− λ0|
|Reλ− λ0|

e−(Reλ−λ0)tM‖x‖ (x ∈ X).

This completes the proof. �

We next investigate the analytic behaviour of the operator-valued function

λ 7→ T̂ (λ) :=
∫∞
0 e−λsT (s) ds. Thus we must assume that X is a complex

Banach space. When X is a real Banach space, we complexificate X as
follows (cf. [13, Chapter II, §11]). Set XC := {x+ iy : x, y ∈ X}, and

‖x+ iy‖ := sup
{
‖(cos θ)x+ (sin θ)y‖ : 0 ≤ θ < 2π

}
.

Under the usual operations

(a+ ib)(x+ iy) := (ax− by) + i(ay + bx),
(x+ iy) + (x′ + iy′) := (x+ x′) + i(y + y′),

where a, b ∈ R, XC becomes a complex Banach space. Regarding x = x+ i0
for x ∈ X, we may consider X to be a subset of XC. When Q ∈ B(X), it can
be extended canonically to QC ∈ B(XC) by setting QC(x+ iy) := Qx+ iQy.
Since

‖QC(x+ iy)‖ = sup {‖Q((cos θ)x+ (sin θ)y)‖ : 0 ≤ θ < 2π}
≤ ‖Q‖ ‖x + iy‖,

it follows that ‖QC‖ = ‖Q‖. We will use below the original symbol Q to
denote QC.

Theorem 3.3. Suppose assumption (OA) or (OB) holds. Then the

operator-valued function λ 7→ T̂ (λ) =
∫∞
0 e−λsT (s) ds is analytic on the

domain {λ ∈ C : Reλ > σ(T )} and, for n ∈ N and Reλ > σ(T ), we have

(25) T̂ (n)(λ) =

∫ ∞

0
e−λs(−s)nT (s) ds.

Proof. From (23) and (24) it follows that

lim
t→∞

∥∥T̂ (λ)−
∫ t

0
e−λsT (s) ds

∥∥ = 0

uniformly on compact subsets of {λ ∈ C : Reλ > σ(T )}. Thus by the
Weierstrass convergence theorem it is sufficient to check that the functions
Qk : C → B(X) (k ∈ N) defined by

(26) Qk(λ) :=

∫ k

0
e−λsT (s) ds = lim

N→∞

N∑

j=0

λj

j!

∫ k

0
(−s)jT (s) ds
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are analytic on C, and Q
(n)
k (λ) =

∫ k
0 e−λs(−s)nT (s) ds for all n ∈ N.

To do this, fix any real G > 0. For λ ∈ C with |λ| ≤ G, define

Qk,N(λ) :=

N∑

j=0

λj

j!

∫ k

0
(−s)jT (s) ds.

We will prove that

(27) lim
N→∞

‖Qk(λ)−Qk,N (λ)‖ = 0 uniformly on |λ| ≤ G.

Note that

Qk(λ)−Qk,N (λ) =

∫ k

0




∞∑

j=N+1

(−λs)j

j!


T (s) ds,

and

(28)

∣∣∣∣∣∣

∞∑

j=N+1

(−λs)j

j!

∣∣∣∣∣∣
≤

∞∑

j=N+1

(Gk)j

j!
=: M(N) → 0 (as N → ∞)

for all |λ| ≤ G and 0 ≤ s ≤ k.
First suppose assumption (OA) holds. Define for f ∈ L∞([0, k],C) an

operator Tf in B(X) by

Tfx :=

∫ k

0
f(s)T (s)x ds (x ∈ X).

Since ‖Tfx‖ ≤
∫ k
0 |f(s)|‖T (s)x‖ ds ≤ ‖f‖∞

∫ k
0 ‖T (s)x‖ ds < ∞ for all x ∈

X, the uniform boundedness principle implies that

K := sup {‖Tf‖ : ‖f‖∞ ≤ 1} < ∞,

whence by (28) we obtain that

‖Qk(λ)−Qk,N(λ)‖ ≤ M(N)K → 0 (as N → ∞)

for all |λ| ≤ G.
Next suppose assumption (OB) holds. Letting

a(s) := Re




∞∑

j=N+1

(−λs)j

j!


 , and b(s) := Im




∞∑

j=N+1

(−λs)j

j!


 ,

we have |a(s)|, |b(s)| ≤ M(N) for all |λ| ≤ G and 0 ≤ s ≤ k, and

(
Qk(λ)−Qk,N(λ)

)
x =

∫ k

0
(a(s) + ib(s))T (s)x ds
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for x ∈ XC (= the compexification of X). (Note that T (s) denotes T (s)C,
as was remarked above.) Here, if x ∈ X+ (⊂ X ⊂ XC), then, since
−M(N)T (s)x ≤ a(s)T (s)x ≤ M(N)T (s)x for all 0 ≤ s ≤ k, we have

−M(N)

∫ k

0
T (s)x ds ≤

∫ k

0
a(s)T (s)x ds ≤ M(N)

∫ k

0
T (s)x ds.

Since X is a Banach lattice, it follows that
∥∥∥
∫ k

0
a(s)T (s)x ds

∥∥∥ ≤ M(N)
∥∥∥
∫ k

0
T (s)x ds

∥∥∥ ≤ M(N)
∥∥∥
∫ k

0
T (s) ds

∥∥∥‖x‖.

Similarly
∥∥∥
∫ k

0
b(s)T (s)x ds

∥∥∥ ≤ M(N)
∥∥∥
∫ k

0
T (s) ds

∥∥∥‖x‖.

It follows that

(29) ‖
(
Qk(λ)−Qk,N(λ)

)
x‖ ≤ 2M(N)

∥∥∥
∫ k

0
T (s) ds

∥∥∥‖x‖.

By a similar argument we see that (29) holds for x ∈ X (⊂ XC). Then, for
x+ iy ∈ XC, we have

‖(Qk(λ)−Qk,N(λ))(x + iy)‖ ≤ 2M(N)
∥∥∥
∫ k

0
T (s) ds

∥∥∥(‖x‖+ ‖y‖)

≤ 4M(N)
∥∥∥
∫ k

0
T (s) ds

∥∥∥‖x+ iy‖,

which implies ‖Qk(λ) −Qk,N(λ)‖ ≤ 4M(N)‖
∫ k
0 T (s) ds‖ → 0 (as N → ∞)

for all |λ| ≤ G.
Thus, in either case, we have proved that limN→∞ ‖Qk(λ)−Qk,N(λ)‖ = 0

uniformly on compact subsets of C. Then, by the Weierstrass conver-

gence theorem, Qk is analytic on C, and Q
(n)
k (λ) = limN→∞Q

(n)
k,N(λ) =

∫ k
0 e−λs(−s)nT (s) ds for all n ∈ N. This completes the proof. �

Remarks. (a) The following example shows that there exists a strongly
measurable positive semigroup T = (T (t))t≥0 of bounded lnear operators
on a Banach lattice X such that it is not strongly locally integrable, but
improperly strongly locally integable.

Example 12. For n ∈ N, let Xn := L1([0,∞), fnds), where

fn(t) := 1 + n(n+ 1)χ[1/(n+1),1/n](t),

and ‖xn‖ :=
∫∞
0 |xn(s)|fn(s)ds for xn ∈ Xn. Next, let

X := {(xn)∞n=1 : xn ∈ Xn , lim
n→∞

‖xn‖ = 0},
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and

‖(xn)∞n=1‖ := sup
n≥1

‖xn‖ for (xn)
∞
n=1 ∈ X.

X becomes a Banach lattice with the usual operations. For t ≥ 0 and
x = (xn)

∞
n=1 ∈ X, define

T (t)x := (T (t)xn)
∞
n=1,

where [T (t)xn](s) := xn(s − t) for n ∈ N. Thus T (t)xn ∈ Xn and, by
the definition of T (t), if t > 1/n then ‖T (t)xn‖ ≤ ‖xn‖. It follows that
T (t)x = (T (t)xn)

∞
n=1 ∈ X for all x ∈ X. It is obvious that T := (T (t))t≥0

becomes a strongly measurable semigroup of positive linear operators on X.

To prove the existence of
∫ 1
0 T (t)x dt = lima↓0

∫ 1
a T (t)x dt for all x ∈ X,

we may assume without of generality that x = (xn)
∞
n=1 ∈ X+, which is

equivalent to xn ∈ L+
1 ([0,∞), fnds) for all n ∈ N. Since
∫ 1

a
T (t)x dt =

(∫ 1

a
T (t)xn dt

)∞

n=1

,

lim
a↓0

∫ 1

a
T (t)xn dt =

∫ 1

0
T (t)xn dt ∈ Xn (in Xn-norm),

and since
∥∥∥
∫ 1

0
T (t)xn dt

∥∥∥ =

∫ 1

0

{∫ ∞

0
xn(s− t)fn(s)ds

}
dt(30)

=

∫ 1

0

{∫ ∞

0
xn(s − t) ds

}
dt+

∫ 1

0

{∫ 1/n

1/(n+1)
xn(s− t)n(n+ 1) ds

}
dt

≤ ‖xn‖+
∫ 1/n

1/(n+1)

{
n(n+ 1)

∫ 1

0
xn(s− t) dt

}
ds (by Fubini’s theorem)

≤ ‖xn‖+
n(n+ 1)

n(n+ 1)
‖xn‖ = 2‖xn‖,

it follows that if we set y := (yn)
∞
n=1, where yn :=

∫ 1
0 T (t)xn dt for each

n ∈ N, then y ∈ X and
∫ 1

0
T (t)x dt = lim

a↓0

∫ 1

a
T (t)x dt = y (in X-norm).

We next prove that
∫ 1
0 ‖T (t)x‖ dt = ∞ for some x ∈ X+. To do this,

choose bn, αn, βn > 0 for each n ∈ N such that

0 < bn +
1

αn
<

1

n+ 1
< bn +

1

αn
+

1

n+ 1
<

1

2

(
1

n+ 1
+

1

n

)
,
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0 < βn < αn ,
βn
αn

↓ 0 as n → ∞, and
∞∑

n=1

βn
αn

= ∞.

Define an element xn of X+
n for each n ∈ N by

xn := βnχ[bn, bn+(1/αn)].

Since ‖xn‖ =
∫∞
0 xn(s)fn(s) ds = βn/αn, it follows that x := (xn)

∞
n=1 is in

X+. Further we see that if

1

n+ 1
< t <

1

2

(
1

n+ 1
+

1

n

)
,

then

1

n+ 1
< t+ bn + (1/αn) <

1

n
and T (t)xn = βnχ[t+bn, t+bn+(1/αn)],

so that

‖T (t)xn‖ =

∫ ∞

0
[T (t)xn](s)fn(s) ds =

∫ 1/n

1/(n+1)
[T (t)xn](s)fn(s) ds

= (1 + n(n+ 1))
βn
αn

(n ∈ N).

It follows that
∫ 1/n

1/(n+1)
‖T (t)x‖ dt ≥

∫ 2−1(1/(n+1)+1/n)

1/(n+1)
‖T (t)xn‖ dt ≥ 2−1 βn

αn
(n ∈ N).

Therefore
∫ 1

0
‖T (t)x‖ dt =

∞∑

n=1

∫ 1/n

1/(n+1)
‖T (t)x‖ dt ≥ 2−1

∞∑

n=1

βn
αn

= ∞,

which is the desired result.

(b) The following example shows that a strongly locally integrable pos-
itive semigroup T = (T (t))t≥0 of bounded linear operators on a Banach

lattice X may satisfy limb↓0

∥∥ ∫ b
0 T (t) dt

∥∥ = 0 and limt↓0 ‖T (t)‖ = ∞.

Example 13. Let {αn}∞n=1 be a sequence of real numbers such that

0 < αn+1 < αn <
1

n(n+ 1)
and

∞∑

n=1

nαn = 1.

Define a nonnegative real-valued integrable function f on [0,∞) by

f(s) := 1 +
∞∑

n=1

nχ((1/n)−αn, 1/n](s),
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and X := L1([0,∞), fds). Let [T (t)x](s) := x(s − t) for t ≥ 0 and x ∈ X.
It is clear that if t > 1/n, then ‖T (t)x‖ ≤ n‖x‖ for all x ∈ X, so that
T (t) is a positive linear operator on X with ‖T (t)‖ ≤ n. It follows that
T := (T (t))t≥0 becomes a strongly measurable semigroup of positive linear
operators on X satisfying limt↓0 ‖T (t)‖ = ∞, since ‖T (t)‖ ≥ n for t > 0
with (n+ 1)−1 < t ≤ n−1 by the definitions of T (t) and X.

To see that
∫ b
0 ‖T (t)x‖ dt < ∞ for all x ∈ X and b > 0, we may assume

that x ∈ X+ = L+
1 ([0,∞), fds). Given an ǫ > 0, choose η > 0 so that∫ η

0 f(s) ds < ǫ. Then

∫ b

0
‖T (t)x‖ dt =

∫ b

0

∫ ∞

0
x(s− t)f(s) dsdt

=

∫ b

0

(∫ η

0
+

∫ ∞

η

)
x(s− t)f(s) dsdt =: I + II,

where

I =

∫ b

0

∫ η

0
x(s− t)f(s) dsdt =

∫ η

0

(∫ b

0
x(s − t) dt

)
f(s) ds

≤
∫ η

0
‖x‖f(s) ds = ‖x‖

∫ η

0
f(s) ds = ǫ‖x‖.

Let N(η) := min {n ≥ 1 : 1/n < η}. From the definition of f we see that
f(s) ≤ N(η) for all s ≥ η. Therefore

II =

∫ b

0

∫ ∞

η
x(s− t)f(s) dsdt ≤

∫ b

0

∫ ∞

η
x(s− t)N(η) dsdt

≤
∫ b

0
N(η)‖x‖ dt = bN(η)‖x‖.

Hence
∫ b
0 ‖T (t)x‖ dt = I + II ≤ (ǫ + bN(η))‖x‖ < ∞. Thus if b > 0

satisfies ǫ > bN(η), then
∫ b
0 ‖T (t)x‖ dt ≤ 2ǫ‖x‖ for all x ∈ X+. Therefore

‖
∫ b
0 T (t) dt‖ ≤ 2ǫ, and limb↓0 ‖

∫ b
0 T (t) dt‖ = 0.

(c) The following example shows that there exists a Banach lattice X and
a strongly integrable positive operator-valued function T : [0,∞) → B(X)

such that ‖
∫∞
0 T (t) dt‖ = 1 = ‖

∫ b
0 T (t) dt‖ for all b > 0.

Example 14. Let X := ℓ1 = {(xn)∞n=1 : xn ∈ R,
∑∞

n=1 |xn| < ∞},
with the norm ‖(xn)∞n=1‖ :=

∑∞
n=1 |xn|. For n ≥ 1, let hn(t) := n(n +

1)χ(1/(n+1), 1/n](t). Next, for t ≥ 0, define a positive linear operator T (t) :
X → X by T (t)x := (hn(t)xn)

∞
n=1 for x = (xn)

∞
n=1 ∈ X. It is clear that

‖T (t)x‖ = n(n+1)|xn| ≤ n(n+1)‖x‖ for 1/(n+1) < t ≤ 1/n, and that the
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function T : t 7→ T (t) ∈ B(X) is strongly measurable. If x ∈ X, then
∥∥∥
∫ ∞

0

T (t)x dt
∥∥∥ =

∫ ∞

0

‖T (t)x‖ dt =
∫ 1

0

‖T (t)x‖ dt(31)

=

∞∑

n=1

∫ 1/n

1/(n+1)

‖T (t)x‖ dt =
∞∑

n=1

∫ 1/n

1/(n+1)

n(n+ 1)|xn| dt =
∞∑

n=1

|xn| = ‖x‖.

Hence ‖
∫∞
0 T (t) dt‖ = 1. Next, given b > 0, choose j ≥ 1 so that 1/j < b.

Then, the element x := (xn)
∞
n=1 ∈ X defined by xn = 1 if n = j and xn = 0 if

n 6= j satisfies
∫∞
0 T (t)x dt =

∫ b
0 T (t)x dt =

∫ 1/j
1/(j+1) T (t)x dt = x. It follows

that 1 = ‖
∫∞
0 T (t) dt‖ ≥ ‖

∫ b
0 T (t) dt‖ ≥ 1 for all b > 0.

Here we would like to note that the positive semigroup T = (T (t))t≥0 in

Example 12 satisfies limb↓0 ‖
∫ b
0 T (t) dt‖ = 1. Indeed, by a slight modification

of (30),

∥∥∥
∫ b

0
T (t)xn dt

∥∥∥ ≤ (b+ 1)‖xn‖ (xn ∈ X+
n , n ∈ N),

so that lim supb↓0
∥∥ ∫ b

0 T (t) dt
∥∥ ≤ 1. On the other hand, by the defini-

tion of fn,
∥∥ ∫ 1/n(n+1)

0 T (t) dt
∥∥ ≥ 1. (To see this, it suffices to estimate∥∥ ∫ 1/n(n+1)

0 T (t)x dt
∥∥/‖x‖ for elements x = (xk)

∞
k=1 ∈ X of the form xk(s) =

0 if k 6= n, and xk(s) = χ[(n+1)−1−ǫ, (n+1)−1](s) if k = n.) Hence

limb↓0

∥∥ ∫ b
0 T (t) dt

∥∥ = 1.

The next theorem is an immdiate consequence of Theorem 2.10.

Theorem 3.4. Suppose (OA) or (OB) holds. Let γ ≥ 1, α > −1− γ, and
M > 0. Assume ‖Cγ

t ‖ ≤ Mtα for all t > 0. Then the following hold.
(i) For all β > 0 and t > 0,

(32) ‖Cγ+β
t ‖ ≤ M

Γ(γ + α+ 1)

Γ(γ + 1)

Γ(γ + β + 1)

Γ(γ + α+ β + 1)
tα,

where the right-hand side of (32) is less than or equal to Mtα when α ≥ 0.
(ii) If σ(T ) ≤ 0, then, for all λ > 0,

(33) ‖Aλ‖ ≤ M
Γ(γ + α+ 1)

Γ(γ + 1)
λ−α.

Theorem 3.5. Suppose (OA) or (OB) holds. Let γ ≥ 1, α ≥ −1 − γ.
Assume that ‖Cγ

t ‖ = O(tα) as t → ∞. Then the following hold.

(i) For all β > 0, ‖Cγ+β
t ‖ = O(tα) as t → ∞.

(ii) If σ(T ) ≤ 0, then ‖Aλ‖ = O(λ−α) as λ ↓ 0.
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Proof. (i) By the assumption there exist M > and K > 0 such that ‖Cγ
t ‖ ≤

Mtα for all t ≥ K. Then ‖Cγ
t x‖ ≤ Mtα for all x ∈ X with ‖x‖ = 1, and

t ≥ K. By the proof of Theorem 2.11(i) we have

‖Cγ+β
t x‖ ≤ Mx

t1+γ
+M

Γ(γ + α+ 1)

Γ(γ + 1)

Γ(γ + β + 1)

Γ(γ + α+ β + 1)
tα

for all x ∈ X with ‖x‖ = 1, and t ≥ 2K, where Mx > 0 is a positive constant
depending only on x ∈ X with ‖x‖ = 1. Since α > −1− γ, it follows that

sup
t≥2K

‖Cγ+β
t x‖t−α < ∞

for all x ∈ X with ‖x‖ = 1. Thus, by the uniform boundedness principle,

supt≥2K ‖Cγ+β
t ‖t−α < ∞.

(ii) This follows similarly by using the proof of Theorem 2.11(ii). �

Remark. If T satisfies ess sup0<a<s<b ‖T (s)‖ < ∞ for all 0 < a < b < ∞,
then Cγ

t can be defined as an operator on X for all γ ≥ 0 and t > 0, and

the function t 7→ Cβ
t becomes strongly continuous on (0,∞) for all β > 0.

Thus, in this case, the hypothesis γ ≥ 1 in Theorems 3.4 and 3.5 can be
replaced with γ ≥ 0, where in particular, if γ = 0, then the assumptions
“‖T (t)‖ ≤ Mtα for all t > 0” in Theorem 3.4 and “‖T (t)‖ = O(tα) as
t → ∞” in Theorem 3.5 may be replaced with “‖T (t)‖ ≤ Mtα for dt-almost
all t > 0” and “‖T (t)‖ = O(tα) (mod dt) as t → ∞”, respectively.

Theorem 3.6. Suppose (OB) holds. Let γ ≥ 1 and α > −1− γ. Then
(i) supt>0 ‖t−αCγ

t ‖ < ∞ if and only if σ(T ) ≤ 0 and supλ>0 ‖λαAλ‖ < ∞;
(ii) ‖Cγ

t ‖ = O(tα) as t → ∞ if and only if σ(T ) ≤ 0 and ‖Aλ‖ = O(λ−α)
as λ ↓ 0.

(iii) If
∫ b
0 T (t) dt 6= 0 for some b > 0 and σ(T ) ≤ 0, then α0(C

β
· ) =

α0(A·) ≥ −1 for all β ≥ 1.

Proof. Since T is positive, each of the first conditions of (i) and (ii) implies
σ(T ) ≤ 0 (cf. Remark (a) under Theorem 2.10). Then the necessity parts
of (i) and (ii) follow from Theorem 3.4(ii) and Theorem 3.5(ii), respectively.
Also the sufficiency parts of (i) and (ii) follow from the proof of Theorem
2.13, because we may only consider the case x ∈ X+ with ‖x‖ = 1.

To prove (iii), note that, by the hypotheses of (iii), there exists x ∈ X+,

with ‖x‖ = 1, such that
∫ b
0 T (t)x dt > 0; then for all λ > 0

‖λ−1Aλ‖ ≥ ‖λ−1Aλx ‖ ≥
∥∥∥∥
∫ b

0
e−λtT (t)x dt

∥∥∥∥

≥ e−λb

∥∥∥∥
∫ b

0
T (t)x dt

∥∥∥∥→
∥∥∥∥
∫ b

0
T (t)x dt

∥∥∥∥ > 0
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as λ ↓ 0. It follows that α0(A·) ≥ −1. Hence, by (ii), α0(C
β
· ) = α0(A·) ≥ −1

for all β ≥ 1. This completes the proof. �

Remarks. (a) Assumption (OB) cannot be replaced with (OA) in Theorem
3.6; further, the hypothesis γ ≥ 1 cannot be replaced with γ > 1− ǫ, where
0 < ǫ < 1. (See [3].)

(b) The following example shows that there exists a Banach lattice X and
a strongly integrable positive operator-valued function T : [0,∞) → B(X)
such that T (t) 6= 0 for all t ≥ 0 and

∫∞
0 T (t) dt = 0.

Example 15. Let X :=
{
(aι)ι∈R : aι ∈ R for all ι ∈ R, and

∑
ι∈R |aι| <

∞
}
. With the usual operations and the norm ‖(aι)‖ :=

∑
ι∈R |aι|, X be-

comes a Banach lattice. For t ≥ 0, define a non-zero positive linear operator
T (t) : X → X by T (t)(aι) := (bι), where bι = at if ι = t, and bι = 0 if
ι 6= t. Since {ι : aι 6= 0} is countable for all (aι) ∈ X, the operator-valued
function T : t 7→ T (t) becomes strongly integrable on [0, ∞) and satisfies∫∞
0 T (t)(aι) dt = 0 for all (aι) ∈ X.

The next theorem is an immediate consequence of Theorem 2.15.

Theorem 3.7. Suppose (OA) holds. Then supt>0 ‖C1
t ‖ < ∞ if and only

if supλ, b>0 ‖λ
∫ b
0 e−λtT (t) dt‖ < ∞.

4. The discrete case

In this section we consider a sequence {xn} = {xn}∞n=0 in a Banach space
X. If γ ≥ 0, we define the γ-th order Cesàro mean c

γ
k of the sequence over

{0, 1, . . . , k} as

(34) c
γ
k = c

γ
k({xn}) :=

1

jγ+1(k)

k∑

l=0

jγ(k − l)xl,

where

(35) jγ(n) :=

{
1 if n = 0,
γ(γ+1)...(γ+n−1)

n! if n ≥ 1.

Thus, in particular, we have c
0
k = xk and c

1
k = (k + 1)−1

∑k
l=0 xl for all

k ∈ N0. It follows from (35) that

(36)
1

(1− t)γ
=

∞∑

n=0

jγ(n)t
n



ON MEANS OF BANACH-SPACE-VALUED FUNCTIONS 191

for all t ∈ C with |t| < 1. We note that the function jγ : N0 → R can be
defined for all γ ∈ R by (35), and then (36) holds for all jγ with γ ∈ R. It
then follows that

(37) jγ+β(k) =
k∑

l=0

jγ(k − l)jβ(l) = (jγ ∗ jβ)(k) (γ, β ∈ R , k ∈ N0),

where jγ ∗ jβ denotes the convolution of jγ and jβ . It is known (cf. [17, p.
77]) that if β 6∈ {0,−1,−2, . . .}, then

(38) lim
n→∞

jβ(n)

nβ−1
=

1

Γ(β)
.

Therefore there exist constants Bβ > Aβ > 0 such that

(39) Aβ · nβ−1 ≤ |jβ(n)| ≤ Bβ · nβ−1 (n ∈ N0),

where we let 0β−1 := 1 for convenience sake. It is possible to define the γ-th
order Cesàro means cγk for all γ 6∈ {−1,−2, . . . } by (34), because jγ+1(k) 6= 0
for all k ≥ 0 whenever γ 6∈ {−1,−2, . . . }. But the author thinks that to
treat the Cesàro means of a sequence it would be natural to consider the
case where the terms jγ(k − l) in (34) are all nonnegative. (Indeed, there
is a pathological phenomenon when we consider the case −1 < γ < 0. See,
for example, Theorem 4.1 of Li-Sato-Shaw [7].) So in this paper we restrict
ourselves to the case γ ≥ 0. It should be mentioned here that Shaw and
Chen considered Cesàro means cγn for γ 6∈ {−1,−2, . . . } and obtained some
results (see [14]).

The exponential growth order w0({xn}) of {xn} is defined as

(40) w0({xn}) := inf{w ∈ R : ‖xn‖ = O(ewn)}.
If w0({xn}) < ∞, then {xn} is said to be exponentially bounded.

Let

(41) rad({xn}) :=
1

lim supn→∞ ‖xn‖1/n
.

It follows easily that

rad({xn}) = sup
{
r ≥ 0 :

∞∑

n=0

rn‖xn‖ < ∞
}
= sup

{
|r| :

∞∑

n=0

rnxn converges
}
,

from which we see that rad({xn}) ≥ e−w0({xn}). If r ∈ C satisfies 0 < |r| <
min {rad({xn}), 1}, then the Abel mean ar of the sequence is defined as

(42) ar = ar({xn}) := (1− r)
∞∑

n=0

rnxn
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and, when rad({xn}) ≥ 1, the growth order α0(a·) of a· (at r = 1) is defined
as

(43) α0(a·) := inf{α ∈ R : ‖ar‖ = O((1− r)−α) as 0 < r ↑ 1}.
Similarly, the polynomial growth order α0({xn}) of {xn} (at n = ∞) is
defined as

(44) α0({xn}) := inf{α ∈ R : ‖xn‖ = O(nα)}.
If α0({xn}) < ∞, then {xn} is said to be polynomially bounded.

In the following the sequence {xn}∞n=0 will be considered to be the function
u : n 7→ xn from N0 to X. We define the convolution jγ ∗ u of jγ and u as

(jγ ∗ u)(k) :=
k∑

l=0

jγ(k − l)u(l) (k ∈ N0).

Thus we have c
γ
k = c

γ
k(u) = (jγ+1(k))

−1(jγ ∗ u)(k) by (34). It follows from
(37) that jβ ∗ (jγ ∗ u) = (jβ ∗ jγ) ∗ u = jγ+β ∗ u for all γ, β ∈ R.

Lemma 4.1. Let u : N0 → X be a sequence. Define ũ ∈ Lloc
1 ([0,∞),X) by

(45) ũ(t) := u([t]) for t ≥ 0,

where [t] denotes the largest integer not exceeding t. Then the following hold.
(i)

∑∞
n=0 e

−λnu(n) converges if and only if
∫∞
0 e−λt ũ(t) dt converges for

all λ ∈ C.
(ii) rad({u(n)}) = e−σ(eu), w0({u(n)}) = w0(ũ), and w0({(j1 ∗ u)(n) −

F∞}) = w0((1 ∗ ũ)− F∞), where

(46) F∞ :=

{ ∑∞
n=0 u(n) if it converges,

0 otherwise.

Proof. (i) Since the case λ = 0 is immediate, we consider the case λ 6= 0.
Then for t > 0

(47)

∫ t

0
e−λsũ(s) ds −

[t]−1∑

n=0

e−λnu(n) =

[t]−1∑

n=0

∫ 1

0

(
e−λ(n+s) − e−λn

)
u(n) ds

+ e−λ[t]

∫ t−[t]

0
e−λsu([t]) ds =: I + II,

where

(48) I =

[t]−1∑

n=0

e−λn

(∫ 1

0

(
e−λs − 1

)
ds

)
u(n) =

(
1− e−λ

λ
− 1

) [t]−1∑

n=0

e−λnu(n),
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and

(49) II =
1− e−λ(t−[t])

λ
e−λ[t]u([t]).

Therefore if
∑∞

0 e−λnu(n) converges, then so does
∫∞
0 e−λtũ(s) ds.

Conversely suppose
∫∞
0 e−λs ũ(s) ds converges. Then we apply (47)–(49)

with t = n, and see that
∑∞

0 e−λnu(n) converges and further that

(50) λ

∫ ∞

0
e−λs ũ(s) ds = (1− e−λ)

∞∑

0

e−λnu(n).

(ii) Using (i) we have

rad({u(n)}) = sup

{
e−λ : λ ∈ R,

∞∑

n=0

e−λnu(n) converges

}

= sup

{
e−λ : λ ∈ R,

∫ ∞

0
e−λs ũ(s) ds converges

}

= exp

(
− inf

{
λ ∈ R :

∫ ∞

0
e−λs ũ(s) ds converges

})

= e−σ(eu),

whence the first equality in (ii) follows. The second equality w0({u(n)}) =
w0(ũ) is obvious from the definition of ũ.

To prove the third equality we note that

((1 ∗ ũ)(t)− F∞)− ((j1 ∗ u)([t]− 1)− F∞)

=

∫ t

0
ũ(s) ds −

[t]−1∑

n=0

u(n) = (t− [t])u([t])

for all t > 0. Thus the relation

u([t]) = (j1 ∗ u)([t]) − (j1 ∗ u)([t]− 1)

implies

‖(1 ∗ ũ)(t)− F∞‖ ≤ ‖(j1 ∗ u)([t]− 1)− F∞‖+ ‖(j1 ∗ u)([t]) − F∞‖
+ ‖(j1 ∗ u)([t] − 1)− F∞‖.

Similarly the relation

(t− [t])u([t]) = (1 ∗ ũ)(t)− (1 ∗ ũ)([t])
implies

‖(j1 ∗ u)([t] − 1) − F∞‖ ≤ ‖(1 ∗ ũ)(t) − F∞‖+ ‖(1 ∗ ũ)(t)− F∞‖
+ ‖(1 ∗ ũ)([t])− F∞‖.
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Therefore it follows that ‖(1 ∗ ũ)(t) − F∞)‖ = O(ewt) if and only if ‖(j1 ∗
u)(n) − F∞‖ = O(ewn) for any w ∈ R. Consequently we have w0({(j1 ∗
u)(n)− F∞}) = w0((1 ∗ ũ)− F∞), completing the proof. �

Theorem 4.2. Let u : N0 → X be a sequence. Then

rad({u(n)}) = exp
(
− w0({(j1 ∗ u)(n)− F∞})

)
.

Consequently, min{rad({u(n)}), 1} = exp
(
−max

{
w0({(j1 ∗ u)(n)}), 0

})
.

Proof. By Lemma 4.1, together with Theorem 1.4.3 of [1], we have

rad({u(n)}) = exp(−σ(ũ)) = exp(−w0((1 ∗ ũ)− F∞))

= exp(−w0({(j1 ∗ u)(n)− F∞})).

Hence

min{rad({u(n)}), 1} = exp(−max{w0({(j1 ∗ u)(n)− F∞}), 0})
= exp(−max{w0({(j1 ∗ u)(n)}), 0}),

where the last equality comes from the fact that if F∞ 6= 0 then w0({j1 ∗
u)(n)− F∞}) ≤ 0 and w0({j1 ∗ u)(n)}) = 0. This completes the proof. �

Theorem 4.3. Let u : N0 → X be a sequence. Suppose γ ≥ 0 and β > 0.
Then:

(i) ‖cγ+β
n ‖ ≤ max{‖cγk‖ : 0 ≤ k ≤ n} for all n ∈ N0;

(ii) if ‖cγn‖ ≤ Mewn for some M > 0 and w ≥ 0 and all n ∈ N0, then

‖cγ+β
n ‖ ≤ Mewn for all n ∈ N0;
(iii) max{w0({cβn}), 0} = max{w0({(jβ ∗ u)(n)}), 0} = max{w0({u(n)}), 0}.

Proof. By using the relations

c
γ+β
n = (jγ+β+1(n))

−1(jγ+β ∗ u)(n) = (jγ+β+1(n))
−1(jβ ∗ (jγ ∗ u))(n)(51)

= (jγ+β+1(n))
−1(jβ ∗ (jγ+1c

γ
· ))(n),

(i) and (ii) follow similarly as (i) and (ii) of Theorem 2.4. Hence we may
omit the details.

To prove (iii), first we see from (ii) that

(52) max{w0({cγ+β
n }), 0} ≤ max{w0({cγn}), 0}.

Hence, with γ = 0, we have max{w0({cβn}), 0} ≤ max{w0({u(n)}), 0}. To
prove the reverse inequality, suppose max{w0({c1n}), 0} < w < ∞. Since
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max{w0({jβ ∗ u)(n)}), 0} = max{w0({cβn}), 0} by (34) and (38), it then fol-
lows (with β = 1) that

(53) ‖(j1 ∗ u)(n)‖ =

∥∥∥∥∥

n∑

k=0

u(k)

∥∥∥∥∥ = o(ewn).

Now, put N0(w) := {n ∈ N0 : ‖u(n)‖ > ewn}. If N0(w) is finite, then it
is obvious that w0({u(n)}) ≤ w. If N0(w) is infinite, then define nG :=
min{n ∈ N0(w) : n > G} for G > 0. Thus limG→∞ nG = ∞, and by (53)
we have

(54) ‖(j1 ∗ u)(nG − 1)‖ = o(ew(nG−1)) = o(ewnG) as G → ∞,

so that

‖(j1 ∗ u)(nG)‖ ≥ ‖u(nG)‖ − ‖(j1 ∗ u)(nG − 1)‖
≥ ewnG − o(ewnG) = (1− o(1))ewnG as G → ∞,

which is a contradiction, because ‖(j1 ∗ u)(nG)‖ = o(ewnG) as G → ∞ by
(53). It follows that w0({u(n)}) ≤ w, and thus w0({u(n)}) ≤ max{w0({c1n}), 0}.
Consequently max{w0({u(n)}), 0} = max{w0({j1 ∗ u)(n)}), 0}, and by an
induction argument, max{w0({u(n)}), 0} = max{w0({jk ∗ u)(n)}), 0} for all
k ∈ N. From (52) we observe that that if β ≤ k ∈ N, then

max{w0({u(n)}), 0} ≥ max{w0({cβn}), 0} ≥ max{w0({(ckn}), 0}
= max{w0({jk ∗ u)(n)}), 0} = max{w0({u(n)}), 0}.

The proof is complete. �

Theorem 4.4. Let u : N0 → X be a sequence. Then
(i) for all γ > 0,

(55)
min{rad({cγn}), 1} = min{rad({(jγ ∗ u)(n)}), 1} = min{rad({u(n)}), 1};
(ii) for all r ∈ C with 0 < |r| < min{rad({u(n)}), 1} and γ ≥ 0,

(56) ar = (1− r)γ+1
∞∑

n=0

rn(jγ ∗ u)(n) = (1− r)γ+1
∞∑

n=0

rnjγ+1(n)c
γ
n .

Proof. (i) It follows from (38) and (41) that

min{rad({cγn}), 1} = min{rad({(jγ ∗ u)(n)}), 1}.
On the other hand, by Theorem 4.2 and Theorem 4.3(iii), we have

min{rad({(jγ ∗ u)(n)}), 1} = exp
(
−max

{
w0({(jγ+1 ∗ u)(n)}), 0

})

= exp
(
−max

{
w0({(j1 ∗ u)(n)}), 0

})

= min{rad({u(n)}), 1},
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which proves the second equality in (55).
(ii) The case γ = 0 is trivial. So we consider the case γ > 0. Let r ∈ C be

such that 0 < |r| < min{rad({u(n)}), 1}. Then, since
∑∞

n=0 |r|n‖u(n)‖ <
∞, it follows from (36) that

ar({u(n)}) = (1− r)

∞∑

n=0

rnu(n) = (1− r)γ+1
( ∞∑

n=0

rnjγ(n)
) ∞∑

n=0

rnu(n)

= (1− r)γ+1
∞∑

n=0

rn(jγ ∗ u)(n) = (1− r)γ+1
∞∑

n=0

rnjγ+1(n)c
γ
n,

whence the proof is complete. �

Remarks. (a) The equality min{rad({jγ∗u)(n)}, 1} = min{rad({u(n)}), 1}
holds for all γ ∈ R. In fact, the proof of Theorem 4.4(ii) shows that the
inequality min{rad({(jγ ∗ u)(n)}), 1} ≥ min{rad({u(n)}), 1} holds not only
for γ ≥ 0 but also for γ ∈ R. Then, by (37), we have min{rad({u(n)}), 1} =
min{rad(j−γ ∗ (jγ ∗ u))(n), 1} ≥ min{(jγ ∗ u)(n)}), 1}. (Note that this also
follows from Theorem 4.4(i), by using (37).)

(b) Let u : N0 → X be a (non-zero) sequence. Then Theorem 4.4(i)
implies that if rad({u(n)}) < 1, then rad({(jγ ∗ u)(n)}) = rad({u(n)}) < 1
for all γ > 0. On the other hand, if rad({u(n)}) ≥ 1, then the set {γ > 0 :
rad({(jγ ∗ u)(n)}) 6= 1} is finite. (This can be proved by using arguments
similar to those in Remark (a) under Theorem 2.5. We may omit the details.)
Further we note that for any 0 < γ 6∈ N there exists a sequence u : N0 → R

such that rad({u(n)}) = 1 < rad({jγ ∗ u)(n)}) = ∞. For example, let
u : N0 → R be the sequence defined by the equation (1− t)γ =

∑∞
n=0 u(n)t

n

(i.e., u(n) := j−γ(n) for n ∈ N0). Then the hypothesis 0 < γ 6∈ N implies
rad({u(n)}) = 1 (see (38)), and for all β ≥ 0

∞∑

n=0

tn(jβ ∗ u)(n) =
∞∑

n=0

tnjβ(n)

∞∑

n=0

tnu(n) = (1− t)γ−β (|t| < 1).

Hence

rad({jβ ∗ u)(n)}) =
{

∞ if β ∈ {γ, γ − 1, . . . , γ − [γ]},
1 if β ∈ [0,∞) \ {γ, γ − 1, . . . , γ − [γ]}.

Lemma 4.5. Let X be a Banach lattice, and u : N0 → X+ be a positive
X-valued sequence. Let 0 < r < 1, γ > 0 and x ∈ X. Then

(57)
∞∑

n=0

rnu(n) = x if and only if (1− r)γ
∞∑

n=0

rn(jγ ∗ u)(n) = x.
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Proof. Suppose
∑∞

n=0 r
nu(n) = x. We first prove that

weak- lim
k→∞

(1− r)γ
k∑

n=0

rn(jγ ∗ u)(n) = x.

For this purpose, since X is a Banach lattice, it is enough to show that

(1−r)γ
∞∑

n=0

rn〈(jγ ∗u)(n), x∗〉 = lim
k→∞

(1−r)γ
k∑

n=0

rn〈(jγ ∗u)(n), x∗〉 = 〈x, x∗〉

for all x∗ ∈ X∗ which is a positive linear functional on X. Then, since
〈u(n), x∗〉 ≥ 0 for all n ∈ N0 and

∑∞
n=0 r

n〈u(n), x∗〉 = 〈∑∞
n=0 r

nu(n), x∗〉 =
〈x, x∗〉, it follows from Fubini’s theorem together with (36) that

(1− r)γ
∞∑

n=0

rn〈(jγ ∗ u)(n), x∗〉 = (1− r)γ
∞∑

n=0

(
n∑

k=0

rn−kjγ(n− k) rk〈u(k), x∗〉
)

= (1− r)γ

(
∞∑

n=0

rnjγ(n)

)
∞∑

k=0

rk〈u(k), x∗〉

= (1− r)γ(1 − r)−γ
∞∑

k=0

rk〈u(k), x∗〉 = 〈x, x∗〉.

Hence (1− r)γ
∑k

n=0 r
n(jγ ∗ u)(n) ≤ x for all k ≥ 0, and

weak- lim
k→∞

(1− r)γ
k∑

n=0

rn(jγ ∗ u)(n) = x.

By this together with the Corollary of [13, Theorem II.5.9] we see that

lim
k→∞

∥∥∥(1− r)γ
k∑

n=0

rn(jγ ∗ u)(n)− x
∥∥∥ = 0,

whence (1− r)γ
∑∞

n=0 r
n(jγ ∗ u)(n) = x.

The converse implication is proved by the same argument, and hence we
may omit the details. �

Remark. Let X be a Banach lattice, and u : N0 → X+ be a (non-zero)
positive sequence. If rad({u(n}) < 1, then rad({jγ ∗ u)(n)} = rad({u(n)}
for all γ > 0 by Lemma 4.5. On the other hand, if rad({u(n}) ≥ 1, then

lim
r↑1

∥∥∥∥∥

∞∑

n=0

rn(jγ ∗ u)(n)
∥∥∥∥∥ = lim

r↑1
(1− r)−γ

∥∥∥∥∥

∞∑

n=0

rnu(n)

∥∥∥∥∥ = ∞

for all γ > 0. It follows that rad({jγ ∗ u)(n)}) = 1 for all γ > 0. Hence the
function γ 7→ rad({(jγ ∗ u)(n)}) is discontinuous at 0 if rad({u(n)}) > 1.
This is the discrete version of Theorem 2.7.
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Proposition 4.6. (N.H. Abel) Let u : N0 → X be a sequence. Assume that∑∞
n=0 u(n) converges. Then, for any 0 < δ < π/2,

∑∞
n=0 e

−λnu(n) converges

uniformly for all λ in D(0; δ). Hence the function λ 7→
∑∞

n=0 e
λnu(n) is

continuous on {0} ∪D(0; δ).

Proof. By hypothesis, for any ǫ > 0 there exists K ≥ 1 such that n ≥ m ≥ K
implies ‖∑n

k=m u(k)‖ < ǫ. Suppose λ ∈ D(0; δ). Then we have

∞∑

n=0

e−λnu(n) = (1− e−λ)
∞∑

n=0

e−λn
n∑

k=0

u(k)

by Theorem 4.4(ii). Let n ≥ K. Applying the above equality to the sequence
un : N0 → X defined by un(k) := 0 if 0 ≤ k < n and un(k) := u(k) otherwise,
we have

∞∑

k=n

e−λku(k) = (1− e−λ)

∞∑

k=n

e−λk
k∑

l=n

u(l).

Hence

∥∥∥
∞∑

k=n

e−λku(k)
∥∥∥ ≤

∣∣1− e−λ
∣∣

∞∑

k=n

e−(Reλ)k
∥∥

k∑

l=n

u(l)
∥∥

≤
∣∣1− e−λ

∣∣
∞∑

k=0

e−(Reλ)kǫ ≤ |1− e−λ|
1− e−Reλ

ǫ

=
|1− e−λ|

|λ|
Reλ

|1− e−Reλ|
|λ|
Reλ

ǫ ≤ Mδ
|λ|
Reλ

ǫ <
Mδ

cos δ
ǫ,

where

Mδ := sup
{ |1− e−λ|

|λ|
Reλ

|1− e−Reλ| : λ ∈ D(0; δ)
} (

< ∞
)
.

This completes the proof. �

Remarks. (a) The following example shows that Proposition 4.6 does not
hold when 0 < δ < π/2 is replaced with δ = π/2.

Example 16. (This is an adaptation of Example 6.) Let X = {(an)∞n=1 :
an ∈ C, limn→∞ an = 0} be the same as in Example 6. Choose a real-valued
sequence f : N0 → R such that

(58) 1 = f(0) > f(1) > . . . > 0, lim
n→∞

f(n) = 0, and

∞∑

n=0

f(n) = ∞.

Define a sequence u : N0 → X by

u(k) := (u(k)n)
∞
n=1 , where u(k)n := eikπ/2n n−2f(k).
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It follows that

K∑

k=0

u(k) =
( K∑

k=0

u(k)n

)∞
n=1

∈ X (K ≥ 0)

and that

K∑

k=0

u(k)n =
K∑

k=0

eikπ/2n n−2f(k)

=
1

n2

( K∑

k=0

cos(kπ/2n) f(k) + i
K∑

k=0

sin(kπ/2n) f(k)
)
.

From (58) we easily see that

(59) −n ≤
K∑

k=0

cos(kπ/2n) f(k) ≤ n

and that

(60) 0 ≤
K∑

k=0

sin(kπ/2n) f(k) ≤ 2n.

Thus

(61)
∣∣∣

K∑

k=0

u(k)n

∣∣∣ ≤ 1

n2
(n+ 2n) =

3

n
(K ≥ 0).

Further
∑∞

k=0 u(k)n conveges for each n ≥ 1. Thus

( ∞∑

k=0

u(k)n
)∞
n=1

∈ X,

and

∞∑

k=0

u(k) = lim
K→∞

K∑

k=0

u(k) = lim
K→∞

( K∑

k=0

u(k)n

)∞
n=1

=
( ∞∑

k=0

u(k)n

)∞
n=1

(in X-norm).
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Next, let λl := δl + iπ/2l for l = 1, 2, . . . , where δl > 0 will be determned
later. Then by the definition of u(k)

∞∑

k=0

e−λlku(k) =
( ∞∑

k=0

e−δlk e−ikπ/2lu(k)n

)∞
n=1

=
( ∞∑

k=0

e−δlk e−(ikπ/2l)+(ikπ/2n) n−2f(k)
)∞
n=1

∈ X,

where, in particular,

∞∑

k=0

e−δlk e−(ikπ/2l)+(ikπ/2n) n−2f(k) =

∞∑

k=0

e−δlk n−2f(k) when n = l.

We now determine δl > 0 for each l ≥ 1 as follows. By (58) there exists δl
such that 0 < δl < 1/l and

1

l2

∞∑

k=0

e−δlkf(k) > l.

Then we have liml→∞ λl = liml→∞ δl + iπ/2l = 0, and

∥∥∥
∞∑

k=0

e−λlku(k)
∥∥∥ ≥

∞∑

k=0

e−δlk l−2f(k) > l (l ≥ 1),

so that liml→∞
∑∞

k=0 e
−λlku(k) does not exists in X. Hence the function

λ 7→ ∑∞
k=0 e

−λku(k) from {0} ∪D(0;π/2) to X is not continuous at 0, and

so the uniform convergence of
∑∞

k=0 e
−λku(k) fails to hold on D(0;π/2).

(b) The existence of the limit

lim
D(0;π/2)∋λ→0

∞∑

0

e−λnu(n)

does not imply the convergence of
∑∞

n=0 u(n). For example, let u(n) :=
(−1)n for n ≥ 0. Then

∞∑

n=0

e−λnu(n) =

∞∑

n=0

(−e−λ)n =
1

1 + e−λ
→ 1

2

as λ → 0 with Reλ > 0. But
∑∞

n=0 u(n) =
∑∞

n=0(−1)n does not converge.

Fact 4.7. Let u : N0 → X be a sequence. If 0 < rad({u(n)}) ≤ 1, then
sup0<|r|<K ‖ar‖ < ∞ for all 0 < K < rad({u(n)}).
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Proof. By (41) and (42)

‖ar‖ = |1− r|
∥∥∥

∞∑

n=0

rnu(n)
∥∥∥ ≤ 2

∞∑

n=0

|r|n‖u(n)‖ ≤ 2

∞∑

n=0

Kn‖u(n)‖ < ∞

for all r ∈ C with 0 < |r| < K. This completes the proof. �

Remark. The hypothesis 0 < K < rad({u(n)}) cannot be sharpened as
K = rad({u(n)}) in Fact 4.7. To see this, let 0 < r0 ≤ 1, and define a
sequence u : N0 → R by u(n) := (n+1)r−n

0 for n ∈ N0. Then rad({u(n)}) =
r0, and

ar = (1− r)

∞∑

n=0

(n + 1)(r/r0)
n =

(1− r)r20
(r0 − r)2

for all 0 < r < r0. Thus lim r↑r0 ar = ∞.

Theorem 4.8. Let u : N0 → X be a sequence. Let γ ≥ 0, α > −1− γ, and
M > 0. Assume that ‖cγn‖ ≤ Mnα for all n ∈ N0, where 0α := 1 as before.
Then the following hold.

(i) If β > 0, then there exists Mβ > 0 such that

(62) ‖cγ+β
n ‖ ≤ Mβ Mnα (n ∈ N0),

where we may take Mβ = 1 when α ≥ 0.
(ii) rad({u(n)}) ≥ 1, and there exists M∞ > 0 such that

(63) ‖ar‖ ≤ M∞ M(1− r)−α (0 < r < 1),

where we may take M∞ = 1 when α = 0.

Proof. (i) Since γ + 1 > 0 and γ + α+ 1 > 0 by hypothesis, it follows from
(39) that

(64) jγ+1(n)‖cγn‖ ≤ Bγ+1n
γ Mnα ≤ Bγ+1M

jγ+α+1(n)

Aγ+α+1

for all n ∈ N0. Therefore

‖cγ+β
n ‖ = (jγ+β+1(n))

−1‖(jβ ∗ (jγ+1c
γ
· )(n)‖ (by (51))

≤ 1

Aγ+β+1 nγ+β

Bγ+1M

Aγ+α+1
(jβ ∗ jγ+α+1)(n)

=
1

Aγ+β+1 nγ+β

Bγ+1M

Aγ+α+1
jγ+α+β+1(n)

≤ Bγ+1M

Aγ+β+1Aγ+α+1 nγ+β
Bγ+α+β+1 n

γ+α+β

=
Bγ+1Bγ+α+β+1

Aγ+β+1Aγ+α+1
Mnα.
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This proves (62) with Mβ = Bγ+1Bγ+α+β+1(Aγ+β+1Aγ+α+1)
−1.

Here if α ≥ 0, then, since ‖cγk‖ ≤ Mkα ≤ Mnα for all 0 ≤ k ≤ n, it
follows that

‖cγ+β
n ‖ = (jγ+β+1(n))

−1

∥∥∥∥∥

n∑

k=0

jβ(n − k)jγ+1(k)c
γ
k

∥∥∥∥∥

≤ (jγ+β+1(n))
−1Mnα

n∑

k=0

jβ(n− k)jγ+1(k)

= (jγ+β+1(n))
−1Mnα jγ+β+1(n) = Mnα (n ∈ N0).

Hence (62) holds with Mβ = 1 when α ≥ 0.

(ii) Since ‖cγn‖1/n ≤ (Mnα)1/n → 1 as n → ∞, it follows that rad({cγn}) ≥
1. Hence rad({u(n)}) ≥ 1 by Theorem 4.4(i). Further, by Theorem 4.4(ii),

ar = (1 − r)γ+1
∞∑

n=0

rnjγ+1(n)c
γ
n

for all 0 < r < 1. Thus

‖ar‖ ≤ (1− r)γ+1 Bγ+1M

Aγ+α+1

∞∑

n=0

rnjγ+α+1(n) (by (64))

= (1− r)γ+1 Bγ+1M

Aγ+α+1

1

(1− r)γ+α+1
=

Bγ+1M

Aγ+α+1
(1− r)−α.

This proves (63) with M∞ = Bγ+1(Aγ+α+1)
−1.

Here if α = 0, then ‖cγn‖ ≤ M for all n ∈ N0, so that

‖ar‖ ≤ (1− r)γ+1
∞∑

n=0

rnjγ+1(n)M = M (0 < r < 1).

Hence (63) holds with M∞ = 1 when α = 0. �

Theorem 4.9. Let u : N0 → X be a sequence. Let γ ≥ 0, α > −1− γ, and
M > 0. Assume that lim supn→∞ ‖n−α

c
γ
n‖ < M . Let Mβ and M∞ be the

constants in Theorem 4.8. Then the followin hold.

(i) For all β > 0, lim supn→∞ ‖n−α
c
γ+β
n ‖ < Mβ M .

(ii) rad({u(n)}) ≥ 1, and lim supr↑1 ‖(1− r)αar‖ < M∞ M .
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Proof. (i) By the assumption there exist ǫ > 0 and K ≥ 1 such that ‖cγn‖ ≤
(M − ǫ)nα for all n ≥ K. Then

‖cγ+β
n ‖ = (jγ+β+1(n))

−1‖(jβ ∗ (jγ ∗ u))(n)‖

≤ (jγ+β+1(n))
−1

(
K−1∑

k=0

+

n∑

k=K

)
jβ(n− k)‖(jγ ∗ u)(k)‖ =: I + II,

where if n > 2K, then by (39)

I ≤ 1

Aγ+β+1 nγ+β

K−1∑

k=0

Bβ(n− k)β−1‖(jγ ∗ u)(k)‖

=
Bβ nβ−1

Aγ+β+1 nγ+β

K−1∑

k=0

(1− k/n)β−1 ‖(jγ ∗ u)(k)‖

≤ Bβ

Aγ+β+1
n−1−γ max{(1/2)β−1 , 1}

K−1∑

k=0

‖(jγ ∗ u)(k)‖

= Mab n
−1−γ ,

and

II = (jγ+β+1(n))
−1

n∑

k=K

jβ(n− k)jγ+1(k)‖cγk‖

≤ (jγ+β+1(n))
−1

n∑

k=0

jβ(n− k)jγ+1(k)(M − ǫ)kα ≤ Mβ (M − ǫ)nα,

where the last inequality comes from the proof of Theorem 4.8(i) . Since

lim
n→∞

n−1−γ−α = 0, it follows that lim
n→∞

‖n−α
c
γ+β
n ‖ < Mβ M .

(ii) Since ‖cγn‖ = O(nα), we see, as in Theorem 4.8(ii), that rad({u(n)}) ≥
1. Then by Theorem 4.4(ii)

ar = (1− r)1+γ
∞∑

n=0

rn(jγ ∗ u)(n)

for all 0 < r < 1. Hence

‖ar‖ ≤ (1− r)1+γ

(
K−1∑

n=0

rn‖j(γ∗u)(n)‖+
∞∑

k=K

rnjγ+1(n)‖cγn‖
)

=: III + IV,

where

III = (1− r)1+γ
K−1∑

n=0

‖(jγ ∗ u)(n)‖ = Mab (1− r)1+γ ,
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and

IV ≤ (1− r)1+γ
∞∑

n=0

rnjγ+1(n)(M − ǫ)nα ≤ M∞ (M − ǫ)(1− r)−α

by the proof of Theorem 4.8(ii). Hence 1 + γ + α > 0 implies limr↑1 ‖(1 −
r)αar‖ < M∞M . This completes the proof. �

Corollary 4.10. Let u : N0 → X be a sequence. Then the following hold.

(i) If γ′ > γ ≥ 0, then α0({cγ
′

n }) ≤ max{α0({cγn}), −1− γ}.
(ii) If rad({u(n)}) ≥ 1, then α0(a·) ≤ max{α0({cγn}), −1 − γ} for all

γ ≥ 0.

Remark. The sequence u(n) := nλ0−1 for n ≥ 0, where λ0 > 0, satisfies
limn→∞ u(n)/jλ0

(n) = Γ(λ0) > 0 by (38). Thus an easy approximation
argument implies that

lim
k→∞

(jγ ∗ u)(k)
jγ+λ0

(k)
= lim

k→∞

∑k
l=0 jγ(k − l)u(l)

∑k
l=0 jγ(k − l)jλ0

(l)
= Γ(λ0)

for all γ > 0, and that

lim
r↑1

(1− r)λ0

∞∑

n=0

rnu(n) = lim
r↑1

∑∞
n=0 r

nu(n)∑∞
n=0 r

njλ0
(n)

= Γ(λ0) (cf. (36)).

Hence

lim
k→∞

c
γ
k({u(n)})
kλ0−1

= lim
k→∞

(jγ ∗ u)(k)
kλ0−1 jγ+1(k)

= lim
k→∞

jγ+λ0
(k) Γ(λ0)

kλ0−1 jγ+1(k)

= lim
k→∞

(
kγ+λ0−1/Γ(γ + λ0)

)
Γ(λ0)

kλ0−1 kγ/Γ(γ + 1)
=

Γ(γ + 1)Γ(λ0)

Γ(γ + λ0)

= γB(γ, λ0)

for all γ > 0, and

lim
r↑1

(1− r)λ0−1
ar({u(n)}) = lim

r↑1
(1− r)λ0

∞∑

n=0

rnu(n) = Γ(λ0).

It follows that α0({cγn}) = λ0 − 1 = α0(a·) for all γ ≥ 0. Of course this
is a special case. In general, the function γ 7→ α0({cγn}) is not constant on
[0,∞). To see this we give the following examples.

Example 17. Let u(n) := (−1)n for n ≥ 0. Then α0(a·) = −1, and

α0({cγn}) =
{

−γ if 0 ≤ γ < 1,
−1 if γ ≥ 1.
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To see this we first note that

ar = (1− r)

∞∑

n=0

(−r)n =
1− r

1 + r
(0 < r < 1).

Hence limr↑1(1−r)−1
ar =

1
2 and α0(a·) = −1. Since c1n = (1+(−1)n)/2(n+1)

for all n ≥ 0, we have c
1
n = O(n−1) and α0({c1n}) = −1. By Theorem 4.9

and Corollary 4.10, cγn = O(n−1) and α0(c
γ
n) = −1 for all γ > 1. Next we

consider the case 0 < γ < 1. Then by the definition of jγ (see (35)) we have

jγ(n) > jγ(n+1) > 0 for all n ≥ 0, so that (jγ ∗u)(n) =
∑n

k=0 jγ(n−k)(−1)k

satisfies 0 < jγ(0) − jγ(1) ≤ (jγ ∗ u)(n) ≤ jγ(0) for all n ∈ N0. Since
c
γ
n = (jγ+1(n))

−1(jγ ∗ u)(n), it then follows from (38) that α0({cγn}) = −γ.
It is clear that α0({c0n}) = α0({u(n)}) = 0. (Incidentally, we note that
rad({jγ ∗ u)(n)}) =rad({u(n)}) = 1 for all γ ≥ 0. Indeed, if γ > 0, then by
Example 17

α0({(jγ+1 ∗ u)(n)}) = α0({jγ+2 ∗ u)(n) · cγ+1
n })

= (γ + 1) + α0({cγ+1
n }) = (γ + 1)− 1 = γ;

it follows that limn→∞(jγ+1 ∗u)(n) does not exist and that w0(jγ+1 ∗u) = 0;

hence, by Theorem 4.2, rad({jγ ∗ u)(n)} = e−w0({(jγ+1∗u)(n)}) = e0 = 1. It is
clear that rad{u(n)}) = 1.)

Example 18. Let N ≥ 1 be an integer and u : N0 → R be the sequence
defined by the equation (1 − t)N−1 =

∑∞
n=0 u(n)t

n, (i.e., u(n) := j−N+1(n)
for n ∈ N0). Then α0(a·) = −N , and

α0({cγn}) =
{

−∞ if γ = 0, 1, . . . , N − 1,
−N if γ ∈ [0,∞) \ {0, 1, . . . , N − 1}.

To see this, note that u(n) = 0 for all n ≥ N . It follows that α0({c0n}) =
−∞. Now suppose K = 1, 2, . . . , N − 1. Then

c
K
n =

1

jK+1(n)
(jK ∗ j−N+1)(n) =

1

jK+1(n)
jK−N+1(n),

and sinceK−N+1 ≤ 0, it follows that jK−N+1(n) = 0 for all n > N−K−1.
Thus α0({cKn }) = −∞. Next suppose γ > N − 1. Then by (39)

c
γ
n =

1

jγ+1(n)
(jγ ∗ j−N+1)(n) =

jγ−N+1(n)

jγ+1(n)
(65)

≤ Bγ−N+1 n
γ−N

Aγ+1 nγ
=

Bγ−N+1

Aγ+1
n−N
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for all n ≥ 1. Similarly, cγn ≥ (Aγ−N+1)(Bγ+1)
−1 n−N for all n ≥ 1. Thus

α0({cγn}) = −N . We apply Theorem 4.4(ii) to see that for all 0 < r < 1

ar = (1− r)γ+1
∞∑

n=0

rnjγ+1(n)c
γ
n = (1− r)γ+1

∞∑

n=0

rnjγ−N+1(n) (cf. (65))

= (1− r)γ+1(1− r)−γ+N−1 = (1− r)N ,

which shows that α0(a·) = −N . Finally suppose γ ∈ [0, N−1]\{0, 1, . . . , N−
1}. Then, since γ −N +1 is not an integer and c

γ
n = jγ−N+1(n)/jγ+1(n) by

(65), we may apply (39) again to obtain that α0({cγn}) = −N .

Theorem 4.11. Suppose X is a Banach lattice, and u : N0 → X+ is a
positive sequence with rad({u(n)}) ≥ 1. Let γ ≥ 1, α ∈ R, and M > 0.
Then the following hold.

(i) If sup0<r<1 ‖(1 − r)αar‖ ≤ M , then supn≥2 ‖n−α
c
γ
n‖ ≤ 4M/Aγ+1.

(ii) If lim supr↑1 ‖(1−r)αar‖ ≤ M , then lim supn→∞ ‖nα
c
γ
n‖ ≤ 4M/Aγ+1.

Proof. (i) Since u is positive, it follows from Theorem 4.4(ii) and (39) that

ar = (1− r)γ
∞∑

n=0

rn(jγ−1 ∗ u)(n) ≥ (1− r)γ
N∑

n=0

rn(jγ−1 ∗ u)(n)

≥ (1− r)γ rN
N∑

n=0

(jγ−1 ∗ u)(n) = (1− r)γ rN (jγ ∗ u)(N)

= (1− r)γ rN jγ+1(N) cγN ≥ (1− r)γrN Aγ+1N
γ
c
γ
N ≥ 0

for all 0 < r < 1. Thus M ≥ ‖(1 − r)αar‖ ≥ (1 − r)α+γrNAγ+1N
γ‖cγN‖.

Letting r = 1− 1/N , with N ≥ 2, we have

M ≥ N−α−γ(1− 1/N)NAγ+1N
γ‖cγN‖ = (1− 1/N)NAγ+1N

−α‖cγN‖.
This proves ‖N−α

c
γ
N‖ ≤

(
(1− 1/N)−N/Aγ+1

)
M ≤ (4/Aγ+1)M for all N ≥

2.
(ii) Since r = 1− 1/N ↑ 1 is equivalent to N → ∞, the above proof of (i)

can be used to prove (ii). We may omit the details. �

Remarks. (a) The hypothesis that u is positive is essential in Theorem
4.11; further, the hypothesis γ ≥ 1 cannot be replaced with γ > 1− ǫ, where
0 < ǫ < 1. (For these and more we refer the reader to [7].)

(b) Let u : N0 → X be a sequence. Assume that x = limn→∞ c
γ
n exists

for some γ ≥ 0. Then, applying Theorem 4.9 for the sequence {u(n)−x}∞n=0

with α = 0, we have the following well-known results (see e.g. [17, Chapter
3]). (For related topics we refer the reader to [2] and [12].)

(i) limn→∞ c
γ+β
n = x for all β > 0;
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(ii) rad({u(n)}) ≥ 1 and limr↑1 ar = x.

Corollary 4.12. Suppose X is a Banach lattice and u : N0 → X+ is a
positive sequence. Then the following hold.

(i) If γ ≥ 1 and α > −2, then supn≥1 ‖n−α
c
γ
n‖ < ∞ ⇔ supn≥1 ‖n−α

c
1
n‖ <

∞ ⇔ rad({u(n)}) ≥ 1 and sup0<r<1 ‖(1− r)αar‖ < ∞.
(ii) If u 6= 0 and rad({u(n)}) ≥ 1, then the function γ 7→ α0({cγn}) is

decreaing on (0,∞) and satisfies α0({cγn}) = α0(a·) ≥ −1 for all γ ≥ 1.

Proof. (i) is direct from Theorem 4.8 and Theorem 4.11(i).
(ii) For all 0 < r < 1 we have

ar = (1− r)

∞∑

n=0

rnu(n) ≥ (1− r)

K∑

n=0

rnu(n) ≥ (1− r)rK
K∑

n=0

u(n) ≥ 0,

and the hypothesis u 6= 0 implies

lim
r↑1

rK
K∑

n=0

u(n) =

K∑

n=0

u(n) > 0

for some K ∈ N0. Thus we have α0(a·) ≥ −1. By this, together with
Theorem 4.11(ii) and Theorem 4.9(ii), α0({cγn}) = α0(a·) ≥ −1 for all γ ≥ 1.
Since α0({c1n}) ≥ −1, we then apply Corollary 4.10(i) to infer that 0 < γ <

γ′ < 1 implies α0({cγn}) ≥ α0({cγ
′

n }) ≥ α0({c1n}).
This completes the proof. �

Remark. There exists a sequence u : N0 → R
+ such that α0({cγn}) = −γ

for all 0 ≤ γ < 1 and α0({cγn}) = −1 = α0(a·) for all γ ≥ 1. (See Corollary
4.12(ii).) Here is an example.

Example 19. Define a sequence u : N0 → R
+ by

u(n) :=

{
1 if n ∈ {kk : k ≥ 1},
0 otherwise.

It is clear that α0({c0n}) = 0. Now suppose 0 < γ ≤ 1. Then, since 0 <
jγ(n) ≤ 1 for all n ≥ 0 (cf. (35)), kk ≤ n < (k + 1)k+1 implies

c
γ
n = (jγ+1(n))

−1(jγ ∗ u)(n) = (jγ+1(n))
−1

k∑

j=1

jγ(n− jj)

≤ k

jγ+1(n)
≤ n1/k

Aγ+1
n−γ =

1

Aγ+1
n−γ+k−1

(cf. (39));
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and

c
γ
nn = (jγ+1(n

n))−1
n∑

j=1

jγ(n
n − jj) ≥ (jγ+1(n

n))−1 ≥ 1

Bγ+1
(nn)−γ .

It follows that α0({cγn}) = −γ for all 0 < γ ≤ 1. By this and Corollary
4.12(ii), α0({cγn}) = −1 = α0(a·) for all γ ≥ 1.

The next theorem is a discrete version of Theorem 2.15 (for the case where
u(n) = Qn, with Q ∈ B(X), see [4, Theorem 2] and [8, Theorem 3.1]).

Theorem 4.13. Let u : N0 → X be a sequence. Suppose M > 0. Then the
following hold.

(i) If supn≥0 ‖c1n‖ ≤ M , then sup0<r<1, n≥0 ‖(1− r)
∑n

k=0 r
ku(k)‖ ≤ M .

(ii) If sup0<r<1, n≥0 ‖(1− r)
∑n

k=0 r
ku(k)‖ ≤ M , then supn≥0 ‖c1n‖ ≤ 7M .

Proof. (i) This is an immediate consequence of Theorem 4.8(ii) (with α = 0)
and the argument in Theorem 2.15(i).

(ii) For 0 < r < 1 and n ≥ 1 we have, by Abel’s partial summation
formula, that

n∑

k=0

u(k) =

n∑

k=0

r−krku(k)

= r−(n+1)
n∑

k=0

rku(k)−
n∑

k=0

r−(k+1)
(
(1− r)

k∑

l=0

rlu(l)
)
,

whence ∥∥∥
n∑

k=0

u(k)
∥∥∥ ≤

(r−(n+1)

1− r
+

n∑

k=0

r−(k+1)
)
M.

Putting r = 1− (n+ 1)−1, we then obtain that

∥∥∥
n∑

k=0

u(k)
∥∥∥ ≤ (n+ 1)

(
2
(
1− 1

n+ 1

)−(n+1)
− 1
)
M ≤ (n+ 1)7M,

which completes the proof. �

In the rest of this section we consider operator-valued sequences T : N0 →
B(X). Recall (see (40), (41)) that

w0({T (n)}) = inf {w ∈ R : ‖T (n)‖ = O(ewn)},

rad({T (n)}) =
1

lim supn→∞ ‖T (n)‖1/n .

By the uniform boundedness princple we have

(66) w0({T (n)}) = sup {w0({T (n)x}) : x ∈ X}.
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Theorem 4.14. Let T : N0 → B(X) be an operator-valued sequence. Define
S(n) :=

∑n
k=0 T (k) for n ∈ N, and let S∞ be the strong limit of S(n) as

n → ∞ if it exists, and S∞ := 0 otherwise. Then

rad({T (n)}) = sup
{
r ≥ 0 : sup

n≥0

∥∥∥
n∑

k=0

rkT (k)x
∥∥∥ < ∞ for all x ∈ X

}
(67)

= exp (−w0({S(n) − S∞})).
Consequently, min

{
rad({T (n)}), 1

}
= min

{
e−w0({Sn}), 1

}
.

Proof. Suppose r0 > 0. If r0 < rad({T (n)}), then
∥∥∥

n∑

k=0

rk0T (k)x
∥∥∥ ≤

( ∞∑

k=0

rk0‖T (k)‖
)
‖x‖ < ∞ (x ∈ X).

Conversely if supn≥0

∥∥∥
∑n

k=0 r
k
0T (k)x

∥∥∥ < ∞ for all x ∈ X, then, by the

uniform boundedness principle,

M := sup
n≥0

∥∥∥
n∑

k=0

rk0T (k)
∥∥∥ < ∞;

thus if 0 < r < r0, then the equation
n∑

k=0

rkT (k) =
n∑

k=0

(r/r0)
krk0T (k)

= (1− (r/r0))

n−1∑

k=0

(r/r0)
k

k∑

j=0

rj0T (j) + (r/r0)
n

n∑

j=0

rj0T (j)

can be used to see that Sr,∞ := limn→∞
∑n

k=0 r
kT (k) exists in the operator

norm topology. It follows that rad({T (n)}) ≥ r0. Hence we have proved the
first equality in (67).

To prove the second equality we define, for x ∈ X, ux(n) := T (n)x,
ṽx(n) := S(n)x− S∞x, and

vx(n) :=

{
S(n)x− limk→∞ S(k)x if the limit exists,
S(n)x otherwise.

Since

rad({ux(n)}) =
1

lim supn→∞ ‖ux(n)‖1/n
= sup

{
r ≥ 0 : sup

n≥0

∥∥∥
n∑

k=0

rkT (k)x
∥∥∥ < ∞

}

for each x ∈ X (cf. the above proof of the first equality), it follows that

rad({T (n)}) = inf {rad({ux(n)}) : x ∈ X}.
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First assume that the strong limit S∞ exists. Then vx = ṽx for all x ∈ X,
and by Theorem 4.2, rad({ux(n)}) = exp(−w0({vx(n)})). Thus

rad({T (n)}) = inf {exp(−w0({vx(n)})) : x ∈ X}(68)

= exp(− sup {w0({vx(n)}) : x ∈ X})
= exp(− sup {w0({ṽx(n)}) : x ∈ X})
= exp(−w0({S(n)− S∞})) (by (66)).

Next assume that S(n) does not converge strongly as n → ∞. Then S∞ =
0 by definition, and the set E := {x ∈ X : limn→∞ S(n)x does not exist}
is not empty. If x ∈ E, then vx = ṽx and w0({vx(n)}) ≥ 0. On the other
hand, if x 6∈ E, then w0({vx(n)}) ≤ 0 and thus w0({ṽx(n)}) ≤ 0. It follows
(see (68)) that

rad({T (n)}) = exp(− sup {w0({vx(n)}) : x ∈ X})
= exp(− sup {w0({vx(n)}) : x ∈ E})
= exp(− sup {w0({ṽx(n)}) : x ∈ X})
= exp(−w0({S(n)})) = exp(−w0({S(n)− S∞})).

This completes the proof. �
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[10] R. Sato, Growth orders of Cesàro and Abel means of uniformly continuous operator

semi-groups and cosine functions, Comment. Math. Univ. Carolin. 51 (2010), 441–451.
[11] R. Sato, Growth orders of means of discrete semigroups of operators in Banach spaces,

Taiwanese J. Math. 14 (2010), 1111–1116.
[12] R. Sato, Ratio Tauberian theorems for relatively bounded functions and sequences in

Banach spaces, Comment. Math. Univ. Carolin. 52 (2011), 77–88.
[13] H. H. Schaefer, Banach Lattices and Positive Operators, Springer-Verlag, Berlin, 1974.
[14] S.-Y. Shaw, and J.-C. Chen, Growth orders of Cesàro and Abel means of sequences
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