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ON SEPARABLE POLYNOMIALS OF DEGREE 2
IN SKEW POLYNOMIAL RINGS II

TAkASI NAGAHARA

Throughout this paper, B will mean a (non-commutative) ring with
identity element 1 which has an automorphism p and a derivation D so that
pD= Dp and D(ab) = D(a)p(b)+aD(b) (a, bE B). By B[X; p, D], we
denote the ring of all polynomials 3, X'd; (b;=B) with an indeterminate
X whose multiplication is defined by 56X = Xp(b)+D(b) for each b & B.
Moreover, by B[X; p, D], (rtesp. B [X; p, D]w), we denote the subset
of B[X; p, D] of all ploynomials f=X?—Xag—b with fB[X; p, D]=
B[X; p, D1f (resp. fB[X; p, D]=B[X; p, D1f, pla)=a, and D(a)=0).
For f=X?—Xa—b&EB[X; p, D], 6(f) denotes the discriminant a*-+45,
and B [x; a, b] denotes the factor ring B[X; p, D]/fB[X; p, D] where
x=X+fB[X; p, D]. If the ring B[x; a, b] is separable (resp. Galois)
over B then X?— Xa—b will be called to be separable (resp. Galois).

In §1, we prove that any separable polynomial of B[X; p], (D=0)
belongs to B[X; p]w, and in virtue of the result, we give some generaliza-
tions of the results of [3, Ths. 2.5, 2. 7] and [4, Th. 1] (Ths. 1, 2 and 3).

In §2, we consider B[X; p, D], and present some conditions on
which polynomials in B[X; p, D], are separable (Galois). The study
contains our main result which is as follows: If there is a polynomial in
B[X; p, D] whose discriminant is inversible in B then, for f& B[X; p,
D],, fis Galois if and only if f is separable, which is equivalent to that
3(f) is inversible in B (Th. 16.)

In this note, Z denotes the center of B. Moreover, for any bE B,
we write L, ;» () =ab—bp™(a) (¢€B), and by b, (resp. b,), we denote the
left (resp. right) multiplication of B determened by &.

Now, let X*—Xa—be B[X; p, D],, and consider B[x; a, 5].
Then, for any a =B, we have

ax?=(ax)x=(xp(a)+ D(a))x=xp(a)x+ D(ct)x
= x(xp*(ax) + Dp(e)) -+ xpD(a) + D*(a)
= x(ap*(a) +2Dp(a)) + bp?(ar) + D* (), and
ax’*=a(za+b)=axa+ab=xp(a)a+ D(x)a+ab.

Since {1, x} is a right (left) free B-basis of B[x; a, ], it follows that
ab—bp* («)=D*(a) —D(a)a, and p(ax)a—ap*(a)=2Dp(a), that is, aa—ap(a)
=2D(c). Thus we obtain
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(i) L,,=2D (ii) L. 2=D*—a,D.
Moreover, we have

x*=x(xa+b)=(xa-+b)a+2b= x(a®+b)+ba, and
x*=(xa+b)x=x(xp(a)+ D(a))+ xp(b) -+ D(b)

= (xa-+b)p(a)+ x(D(a) -+ p()) + D(b)

=x(ap(a)+ D(a)+ p(b)) + bp(a)+ D(b).

Hence ba=bp(a)+D(b) and a*-+b=ap(a)+ D(a)+ p(b)=a’>—1I, ,(a)+ D(a)+
p(8)=a*—2D(a)+ D(a)+ p(b) = a’—D(a)+p(b). Thus, it follows that
(iii) ba=bp(a)+ D(b) (iv) o(6)="5b+ D(a).

Conversely, if a system {a, b} of elements of B satisfies the conditions

(i—iv) then the polynomial X2~ Xa—5 belongs to B[X; p, D],. (Cf. [2,
Lemma 2. 1]).

1. On B[X;p],(D=0). First, we shall prove the following theorem
which is useful in our study.

Theorem 1. Let fE B[X; pl,.
(a) If o(f) isinversiblein B then f < B{X; plo.
(b) If f is separable then f & B[X; plw. (Cf. [5, Remark] and [2,
Th. 2. 4]).

Proof. By (i—iv), we have

(1) L,,=1,,2=0, p(b)=b
2) ab=ba=bp(a)= p(a)b
3 a*=ap(a)= p(a) p(a) = p(a?).

By (2) and (3), we obtain (a*-+4b)p(a)= a*p(a) +4bp(a)=a*a+ 4ba=(a*+ 4b)a.
Hence, if a®-+4b is inversible in B then p(a)=g, and so, fEB[X; ple.
Next, we assume that f is separable, Then, the (left)A-(right) A-homomo-
rphism
p: AQ A A (CiaiQbi— X, aby)

splits. Hence there exists an element ¢ in A @ A such that ¢(e)=1 and
(cQRle=e(1Rc)forallc= A Since AR A= (xR x)B+ (xR 1)B+
(1 ® x)B+ (1 @ 1)B, we may write

e=(xQ® x)b1+(x & )b+ (1 Q x)by-+ (1®1)b,
where b, B, i=1, ---,4. Then, we have that x2b,+xb,+xb;+b,=1 and

(xR 1e=e(1 ®=x). Since xRx, x®1, 1Rx 1®1} is a right free
B-basis of AR ,A4, one will easily see that
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(4) 1="bb,+b,

(5) abz -+ b4 = bp(bl).

Now, in virtue of (1 —5), we can prove the assertion (b) which is as
follows :

pl@)= p(a(bb,+ b,))= p(abb,) + p(ab,) (by (4))
= o(a)bp(b,)+ p(a)p(bs) (by (1))
=bap(b,)+ p(a) p(bp(b,) —ab,) (by (2, 5))
=bap(b,)+ p(a)bp’(b:) — p(a) p(a) p(b.) (by (1))
=bb,a-+ bap’(b,) —aap(b,) (by (1, 2, 3))
=(1—b,)a+bp(b,)a—ab,a (by (4, 1))
=(1—ba+bp(b)a—(bp(b:)—b)a=a (by (5)).

This completes the proof.

By Th.1 and [3, Th.2.5], we have the following theorem, which
has been noted also in [5].

Theorem 2. For f B[X; pl,, f is Galois if and only if 6(f) is
inversible in B,

Next, we consider the following conditions.

(C,) 2 isinversible in B.

(C,) plZ (the restriction p to Z)=1.

(Cs) BLX; pl. contains a Galois polynomial.

(Cs) B[X; p]. contains a separable polynomial X2—Xa.

Then, by Ths. 1, 2, [3, Th.2.7] and [4, Th.1], we obtain the
following

Theorem 3. Assume one of the conditions (C, — C,). Then, for
fEB[X; pl,, the following conditions are equivalent.

(a) f is Galois.

(b) f is separable.

(c) &(f) is inversible in B.

2. On B[X; p, D],. Now, we shall begin our study with the follow-
ing lemma.

Lemma 4, Let f=X*—Xa—b &€ B[X; p, D], and set d= ba—ab.
Then
) ad(f)=3(f)a) for any a&B.
(+) 3(f)p(@)=d(f)a—2d.
(vii) 8(f) D(a) = ad + 2d(a— p(a)).
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Proof. By (i, ii), we have that for any a € B,

aa®+4b)=aa®+4ab
= (ap(a) +2D(a))a+4(bp*(a)+ D*(a) — D(e) a) (by (i, ii))
=ap(a)a-+2D(a)a+4bp*(a) +4D*() —4D(x)a
= a(ap®(cr) + 2Dp(c) + 2(apD () + 2D*()) + 4bp* () + 4D* () —4D()a
= a?p*(a0) + 2aDp(a) + 2apD(a) +4D*() + 4bp° () + 4D*() —4D()a
= (a®+4b) p* (@) +4aDp(c) +8D*(x) —4D()a
=(a%+4b) p*(a) + 4(aDp(a) + 2D*(x) — D(ct)a)
— (@ 4)"(2) + 4@D(D(@) — L (D) = @+ b)) (by ().

Moreover, by (i, iii, iv), we have

(a®+4b) p(a) = azp(a) +4bp (@)=ala p(a)) +4b p(d)

=a(a®—2D(a))+4(ba—D(b)) (by @, iii))
= (a®+4b)a—2(aD{(a)+2D(b))
= (a*+4b)a—2(a(p(b) —b)+2D(b)) (by (iv))
= (a®-+4bla—2(—ab-+ ap(d)+2D(b))
=(a*+4b)a—2(—ab-+ba) (by (1))
=(a’+4b)a—2d, and

(a°-+4b)D(a) = a’D(a) +4bD(a) = a’D(a)+2b(a* — ap(a)) (by (i)

= a’D(a)+2ba(a— p(a)) = a*D(a) +2(ab+d) (a— p(a))

=a’D(a)+2ab(a— p(a)) +2d(a— p(a))

=a’D(a)+2aD(b)+2d{a— p(a)) (by (iii))
=a*(o(b) —b)+ a(ba— ap(b)) +2d(a— p(a)) (by (iv, 1)
= —a’b+aba-+2d(a— p(a))

=ad+2d(a— p(a)).

This completes the proof.

Next, we shall prove the following

Lemma 5. Let g=X?—Xu—vEB[X; p, D], and X*—Xa—b<
B[X; p, D];.  Then

(viii) plu)=u, pv)=v, Dw)=D()=0, and wuv=vu.
(ix) gp=pq for any q€E{u, v} and p € {a, b}.
(%) If 3(g) is inversible in B then p*(a)=a and p*(b)="b.

Proof. Since p(u) = # and D(u) = 0, it follows from (iii, iv) that
D(v) = 0 and p(») = v. From this and (i, ii), we have that for any q
{u,v}, ga—aq=1,,(q)=2D(g)=0=1,,(¢)=qu—uq, and gb—bg=1,,2(q)=
D*g) — D(g)a = 0. This implies (viii, ix). If &(g) is inversible in B
then d(g) 'ad(g) = p*(a) (@ € B) by (v). Hence (x) follows immediately
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from (ix), completing the proof.

In virtue of (vi, vii, viii), we obtain the following

Corollary 6. Let f= X*—Xa—bEB[X; p, D], whose discriminant
is inversible in B. Then, f & B[X; p, D], if and only if ab = ba.

Now, we shall prove the following theorem which is useful in our
study and contains the result of K. Kishimoto [1, Th. 1. 2].

Theorem 7. Let 2 be inversible in B. Then, for f=X?>—Xa—be
B[X; p, D],, the following conditions are equivalent.

(a) f is Galots.
(b) fis separable.
(¢) (a— pla)? + 48(f) is inversible in B,

In this case, there holds that p(a— p(a))=a— p(a).

Proof. We consider B[x; @, b] and set s=27'2. Then, we have
that for any « € B,

alx—s)=ax—as=xp(a)+ D(a)—as= xp(a) +as—sp(a) —as
=xp(a) —spla) = (x—s)p(a), and
(x—s)’=x*—2xs—sx+s*=xa+b—xs—(xp(s)+ D(s)) +s*
=xa-+b—xs—xp(s) —s*+sp(s) +s°
=zxa-+b—zxs—(x—s)p(s)
=(x—s)a+sa+b—(x—s)s—s*—(x—s)p(s)
=(x—s) (@—s—p(s))+sa+b—s.

Hence, for the polynomial 2= Y?— ¥Y(a—s— p(s))— (sa+b—s?)EB[Y; olz,
we obtain the B-ring isomorphism

B[X; p, D]1/fB[X; p, D1 =B[Y; pl/hBLY; p].

This implies that f is Galois (resp. separable) if and only if % is Galois
(vesp. separable). Moreover, it is easily seen that 3(k)=(a—s— p(s))*-+
4(sa-+b—s?)=4""(a—p(a))’+ (a*+4b). By Th. 3, his Galois if and only if
h is separable, which is equivalent to that d(k) is inversible in B. Thus,
it follows that the conditions (a), (b) and (c) are equivalent. Now, let f
be separable. Then A is separable, and hence by Th.1, we have kA=
BLY; pla, thatis, p(a—s—p(s))=a—s—p(s). Since s=27'¢, we obtain
ola—p(a))=a—p(a). This completes the proof.

Corollary 8. Let 2 be inversible in B. Then, for a polynomial
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f=X*—Xa—b of BLX; p, D], with ap(a) = p(a)a, the following
conditons are equivalent.

(a) f is Galois.

(b) f is separable.

(c) o(f) isinversible in B.

Proof. By the assumption and (i), we have (a— p(a))*=a*—ap(a)—
(ap(a)— p(a)p(a)) =2D(a)—2D(a)=0. Hence the assertion follows immedi-
ately from Th. 7.

Corollary 9. Let 2 be inversible in B. Let f=X*—Xa—b be a
polynomial in B[ X ; p, D], which satisfies one of the conditions (1), (2), (3)
and (4) :

(1) D(@=0 and D(b)=0.

(20 D(a)=0 and ab=ba.

(@ ap(a)=p(a)a and ab=ba.

4) pa)=a.

Then, the following conditions are equivalent.

(a) f is Galois.

(b) f is separable.

(c) &(f) is inversible in B.

(d) o(f) is inversible in Band fEB[X; p, D]

Proof, In case (1), we have p(b)=b-+D(a)=>b (by (v)), and so,
ba—ab=ba—ap(b)= 2D(b)=0. Moreover, in case (4), there holds that
0=ad(f)—a(f)p*(a) = 4(ab—ba) (by (v)). Hence, by Cor.6 and Th.7, it
suffices to prove that (b) implies (c). Assume (b). Case (1) is contained
in case (2). In case (2), it follows from (i) and Th. 7 that

(a—p(a))*=(a— p(a))a—(a— p(a)) p(a)
— (a—pl@)a—a(a—p(a))
= (a— p(a@))a— ap(a— p(a))
=2D(a— p(a))=2D(a)—2pD(a)=0,

whence #(f) is inversible in B. In case (3), the assertion is a direct
consequence of Cor.8. In case (4), we have that 2(z— p(a)) = a— p(a) +
pla—p(a))=0 (by Th. 7), whence 3(f) is inversible in B. Thus we obtain
(c), completing the proof.

Lemma 10. Let B=dB-+cB with ¢&Z. Then
B=(d™+c"b)"B+c'B
for any bEB and any positive integers m, n, 7, S.



ON SEPARABLE POLYNOMIALS OF DEGREE 2 173

Proof. By the assumption, we may write 1=dx+cy (x, y < B).
Then we have

d=d’x+dcy=d’x+dc(dx+cy)y=d’p,+c*q, (p, ¢.EB)
¢ =cdx-+c’y=cd(dx+cy)x+c*y=d*p,+c*q, (ps, q¢.EB)
and hence
1=dx+cy=(d’p,+Pq)x+(d%p,+c2q)y =d’x,+ Py, (x5, y,=B).
Therefore, it follows that 1=d‘x,+ 'y, (xx, y. € B) for = 2* where k

is any positive integer. Moreover, if 2*=wm, #(>>0) then B=d™B+¢"B.
Thus we obtain that for any & € B,

B=d"B+c¢"B=(d"+c"b)B+c"B=(d™+c"b)B+cB
=(d™+c"b)’ B+c'B

where m, »n, 7, s are any positive integers. This completes the proof.

By virtue of Th. 7 and Lemma 10, we can prove the following

Lemma 11. Let f= X*— Xa — b be a separable polynomial in
B[X; p, D],. Then 2 pla— p(a)) = 2'(a — p(a)) for some integer r >0,
If B=aB+ 2B then

B=3(f)B+2"(a— ‘o(a))"B = Bo(f) + Bla— p(a))"2”‘

for any integers m, n=0.

Proof. If 2 is nilpotent then the assertion is obvious by Lemma 10.
Hence we assume that 2 is not nilpotent. We set M= {2"|#>0}CB. By
B,, we denote the (quotient) ring of fractions formed with respect to M
and we write ay=«a/1€ B, for any a€M. Since p(2) =2 and D(2) =0,
we have the automorphism py (resp. the derivation Dy) of By induced by
o (resp. by D). Now, we consider the ring extension B[x; g, b] of B.
Since this is a free B-module, there is a B,-ring isomorphism

B[-’”? a, b]JI = BM[X; Pars D.w]/(XZ_Xa,u - b.V)BM[X; £ors DM]-
Since X?— Xa—b is separable, B[x; a, b] is separable over B, whence
Blx; a, b], is separable over By. From this, it follows that X*— Xa,—
by (€ Bu[ X; pu, Du]) is separable. Hence, by Th.7, we have that
27p(a— p(a)) = 2 (a — p(a)) for some integer r >0. Now, let »=>0 be
an integer, and set 4=a%--4b. Since p(a— p(a))v=/(a—p(a))x, it follows
from (v) that (a— p(a))uiv=20u(a—p(a))y. This gives that

(e — p(@))? + 46)y = (a — p(@))§ + dcx

for some ¢ &€ B, which is inversible in By (by Th. 7). Hence there exists
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an element ¢, in By such that
Ly=((a— p(@))¥i +dcu)er= (a— p(a))iic,+deuc, .
We have therefore
2'=(a—p(a))*c,+dc,

for some integer s = 0 and some elements ¢,, c;=B. Now assume B=
aB+2B. Then, it follows from Lemma 10 that for any integer m > 0,

B=#B+2""*B=4B+2"((a— p(a))"c,+bc;) B
= 3B+2"(a— p(a))"" B= 0B+ 2"(a— p(a))"B.

Evidently B=aB+2B=Ba+ B2 (by (i)). Hence, by a similar way, we
have B=B5+ B(a—p(a))"2™ for any integers m, » = 0. This completes
the proof.

In virtue of Lemma 11, we obtain the following corollary whose proof
proceeds just as in the proof of Cor. 9((b)=(c)), and it may be omitted.

Corollary 12. Let f= X?— Xa— b be a separable polynomial in
B[X; p, D], which satisfies one of the conditions (1)—(3) :

(1) 2'D(a) = O for some integer s = 0.

@) 2'(apla) — p(@)a) = O for some integer s> 0.

(3) 2%(p’(a) — @) = O for some integer s > 0.
If B= aB+ 2B then 6(f) is inversible in B.

Now, we shall prove the following theorem which contains the result
of Y. Miyashita [2, Th. 2. 4 (ii<=v)].

Theorem 13. Let f=X?—Xa—b be a polynomial in B[ X; p, D],
which satisfies one of the conditions (1)—(5) :

(1) D(a)=0 and 2p°(a)=2a.

(2) D(a)=0 and 2D(b)=0.

(3) D(a)=0 and 2ab=2ba.

(4) ab=ba and 2ap(a)=2p(a)a.

(5) ab=ba and 2p°(a)=2a.
Then, the following conditions are equivalent.

(@) f is Galois and B=aB+2B

(b) f is separable and B=aB+2B

(c) &(f) is inversible in B.

@) o(f) is inversible in B and fEB[X; p, D]w.

Proof. By Lemma 5(viii) and [3, Lemma 1.5], we see that (d)
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implies (a). Evidently (a) implies (b). Moreover, it follows from Cor. 12
that (b) implies (c). Hence, it suffices to prove that (c) implies (d).
Assume (c). In case (1) and (2), we have

2(ab— ba)=2(ab—bp*(a)) =2(D*(a)— D(a)a)=0 (by (ii)),
2(ba— ab)=2(ba— a(p(b)—D(a)) =4D(b)=0 (by (iv))

respectively. Hence these cases are contained in case (3). In case (3),
there holds p(a)=a (by (vi)), which implies (d). In case (4) and (5), our
assertions follow immediately from Cor. 6. This completes the proof.

Lemma 14. Let 2 =0 and assume that B[X; p, D], contains a
polynomial g=X*— Xu—v such that 5(g) is inversible in B and D(u)=0.
Then g€ B[X; p, D]w. If f is a separable polynomial in BLX; p, D],
then o(f) is inversiblein B, and f € B[X; p, Dlw.

Proof. Since au—up(a)=2D(a) =0 (aEB), it follows that p(a)=
uan (@€ B), plu)=u, and so, g€ B[X; p, D]o. Let X*—Xa—beE
B[X; p, D],. Then, by Lemma 5(ix), we have that p(@)=u"'au=a, D(a)=
u'bu—b=0 (by (iv)), which implies X*—Xa—b= B[X; p, D], whence

p{r)=7, D(r)=0, rs=sr for any 7, s€{q, b, u, v},
Du™)=u"'uD(wu™"))=u"'(D(1)—D(u)u"")=0.

Now, we consider B[x; &, b], and set y=xu"'. Then we have that for any

a € B, ay=axu" = (xpla)+D(@))u" = xp(a)u'+ D(@)u™" = ya+ D(a)u ",

and y?=(xu~")?=2’u"*=xau *+bu"*=yau ' +bu~?. We denote ».”'D by D,.

Since Dylau)=D(au)u'=aD(u Yu"'=0, it follows that
Y2—Yau'—bu? Y’—Y—ovu?cB[Y; Dylu.

If X>—Xa—b(=B[X; p, D],) is separable then Y*— Yau '—bu"? is sepa-

rable in B[Y; D,], and whence by [3, Th.3.4], s(Y?’—Yau'—bu?)=

(au~')? is inversible in B. Thus a is inversible in B, completing the proof.

Lemma 15. Assume that B[X; p, D]o, contains a polynomial g
such that 6{g) is inversible in B. If f is a separable polynomial in
B[X; p, D], then o8(f) is inversible in B.

Proof. By Lemma 5(x) and Cor. 9, it suffices to prove the lemma in
case B 2B. Assume B~ 2B. We consider here the factor ring B=B/2B
and set a=a-+2B. Evidently p(2B)=2B and D(2B)C2B. Hence there
exists the automorphism p (resp. the derivation D) of B induced by p (resp.
D). Now, let X*—Xa—bEB[X; p, D],. Then X’—Xa—bEB[X;75, D]..
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Since B[x; a, b] is a free right (left) B-module, we have the B-ring
isomorphism
Blx; a, b]/2B[x; a, b] = B[X; p, D]/ (X*— Xa—b)B[X; p, D].

Now, we assnme that X?— Xa—b is separable, and write g= X?— Xu—y.
Then X*— Xa—b (€ B[X; p, D],) is separable, X?— Xu—3€B[X; 5, D],
and %’ is inversible in B by our assumption. Since 2=0 (€ B), it follows
from Lemma 14 that 2 is inversible in B. Thus we obtain B= aB+ 2B,
Therefore, by Lemma 5(x) and Cor. 12, 2?46 is inversible in B. This
completes the proof.

Now, we shall conclude the study with the following theorem which
is our main result and this contains the results of [3, Th. 3.4 (Case (C,)]
and [4, Th.1].

Theorem 16. Assume that B[ X; p, D]y contains a polynomial g such
that &(g) is inversible in B. Then, for a polynomial f < B[X; p, D],
the following conditions ave equivalent.

(a) f is Galois.

(b) f is separable.

(c) o&(f) is inversible in B.

@) &(f) is inversible in B, and f € B[X; p, D]w.

Proof. By virtue of Lemma 5 and [3, Lemma 1. 5], we see that (d)
implies (a). Evidently (a) implies (b). Moreover, it follows from Lemma
15 that (b) implies (c). Hence it suffices to prove that (c) implies (d). We
now set g=X*—Xu—v and let f=X*—Xa—b=B[X; p, D], so that &(f)
is inversible in B. Then, by Lemma 5, we have that p*(a)=a, p*(b)=5,
au=ua, and bu=wub. From this and (i, iv), it follows that

2D(a+ p(@)) =1, ,(a+ p(@))=0, 2D(b+ p(b))=0

and
4(ba— ab)=4(ba— ab)—AD(b-+ o(b))

=4(ba— ab)—2((b-+ p(b))a— a(b-+ p(b))) (by (D)
=4(ba— ab) —2((20+ D{a))a—a(2b+ D(a))) (by (iv)
=—2D(a)a+2aD(a)

= —(a*—ap(a))a-+a(a*— ap(a)) (by (1)
=ap(a)a— a’p(a)= ap(a)a— a(2D(a+ p(a)) +ap(a))

= ap(a)a— a((a-+ p(a))a— ala+ p(a)) + ap(a)) (by ()

=ap(a)a—ap(a)a=0.
Moreover, we have
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u(ba — ab)=ulap(b)— ab+2D(b)) (by (D)
= a(up(b) — bu)+2uD(b) (by (ix))
=a(—2D(b))+2uD(b)=(u—a)2D(b) (by (i)
= (u—a)b(2a—2p(a)) (by (iif))
= (u—a)b(a’+4b)"'(a’+4b) (2a—2p(a))
= (u—a)b(a®+4b) *4(ba—ab) = 0 (by (vi)).

Hence we obtain (#*-4v) (ba—ab)=0, which implies ba=ab. Thus, it
follows from Cor. 6 that fEB[X; p, D] This shows that (c) implies (d),
completing the proof.
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