ON ABELIAN EXTENSIONS OF RINGS II
Dedicated to Professor Takeshi Inagaki for his 60th birthday

Kazuo KISHIMOTO

Introduction. In [5], the author has studied abelian extensions of
an algebra over GF(p) with Galois group of order p’/. In the present
paper, as a continuation of [5], we shall continue our study on Kummer
case. This paper, as well as [5], depends on [1], [3], [4] and 6], and
the reader should consult them for relevant definitions and basic properties
of Galois extensions of rings.

In this paper, we assume the following :

1) O (resp. &*) is a cyclic group of order n with a generator &
(resp. ¢*) or a direct product of cyclic groups (o)) (resp. (¢:*)) of order #,
i=1,2, .-, ¢, such that II;.,n,=n.

2) B is a ring without proper central idempotents whose center Z
contains a primitive n-th root ¢ of 1 and », 1—-¢%, i=1,2, -, 2—1, are
units in Z.

3) Galois extensions are always Galois extensions without proper
central idempotents and the base ring is contained in the extension ring
as a right (as well as left) direct summand.

Definition 1. A ring extension 7T/S will be called an abelian (9, §)-
extension (resp. a cyclic (9, §)-extension) if S is a ring extension of B
and 7T is a Galois extension of S with an abelian Galois group  (resp.
with a cyclic Galois group 9) such that the center of T contains ¢&.

Definition 2. Let ®&=(s)X ()X --X(s.). A ring extension 7T/S
will be called « strongly abelian (®, {)-extension (resp. @ strongly cyclic
(®, §)-extension) if T/S is an abelian (&, {)-extension (resp. a cyclic (S, §)-
extension with G=(ay)) and {35, ¥ ot (x)|xESINU(S) >+~ @ for each

g N
i=1,2, - e, where §;=&"", S;=T6 and &;=(m) X (62) X+« K (a;-1) X (0°:41)
X -+ % (0,).
The purpose of this paper is to give

1) Let T be a ring. Then, by U(T) we denote the set of unit elements of T.
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58 K. KISHIMOTO

I) necessary and sufficient conditions for B to have strongly abelian
(®, ¢)-extensions ;

II) necessary and sufficient conditions for an abelian (8, {)-extension
T/B to be embedded in an abelian (9, {)-extension A/B in such a way
that A/T is a strongly abelian (®, {)-extension, T=(z,) X (55} X -+ X (z,),
O=0) X () X = X(5.), 7:]T==, and ¢,=77 where m; is the order of <,;

III) sufficient conditions for a cyclic (®, {)-extension of a commuta-
tive ring to be strongly cyclic.

In §1, we restrict our attention to the case that & is cyclic.

In §2, as a generalization of §1, we consider the case &=(a,)X (s,) X
e X (gc).

In §3, we consider a cyclic (®, {)-extension A of B such that B is
a commutative ring and A is an algebra over B. Then A is also com-
mutative ([2, Theorem 11]). Firstly, we shall show that if A has a &-
normal basis then it is strongly cyclic. Moreover, if B is semi-local
then the converse is true. As an application of this fact, I) and II) are
given for the case of semi-local rings.

§4 deals with an abelian (®, {)-extension of commutative rings.

The author wishes to express his thanks to Professor H. Tominaga,
Professor T. Nagahara and Mr. A. Nakajima for helpful discussion and
advice.

1. Cyclic (9,0)-extension with ©=(7) of order nm

Throughout the present section, we assume that & is a cyclic group
of order 1 with a generator o. In a cyclic (&, {)-extension A of B, an
element x will be called a o-generator for A/B if o(x)=2"(={""x)
and «x is a unitin A.

Lemma 1.1. Let A/B be a cyclic (S, §)-extension. Then there exists
a non-zero element x in A with o(x)=x5"". If A/B is strongly cyclic
then there exists a o-generator for A]B, and conversely®.

Proof. We set f(a)=a~+{o(a)+ --+&" 6" (a), a=A. Then there
exists an element ¢ in A with f(c)540. Hence o(f(c))=sf(c)¢"". If

x€A and o(x)=«&""' then f(x)=nx. This implies our assertion.
The first theorem of this section is the following

Theorem 1.1. In order that B have a strongly cyclic (, §)-exten-

2) Cf. [7, Theorem 10.6].
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sion A, it is necessary and sufficient that there exist an automorphism
p of B and an element b, in U(B) satisfying

(@ p"=b;", p(b)=b, and p({)={¢,

(b) X"—b, is directly indecomposable in B[X; p].

More precisely, if there exist p, b, satisfying (a) and (b), then
M=(X"—b)B[X; p1={(X"=b,) f(X)| f(X)EB[X;pl} is a two-sided
ideal of B[X; p] and A*=B[y]=B[X; p]/M is a strongly cyclic (&*, )
extension of B where y is the residue class of X modulo M and &*
is the cyclic group of order n generated by o* defined by o*(y)=y{".
Conversely, if A is a strongly cyclic (®, §)-extension of B, then we can
find such p, b, satisfying (a) and (b) that there exists a B-isomorphism
¢* i A*—> A with ¢*o*=0¢*,

Proof. Necessity: Let A be a strongly cyclic (&, {)-extension of B.
Then there exists a o-generator x for A/B by Lemma 1. 1. Since o(x™'bx)
=4x"'bx for each bE B, the inner automorphism x7' of A effected by x™*
induces an automorphism of B. Now we set p=%"'|B. Then o(x")
=(x)"=4" shows that b,=2"€U(B). Thus p, b, satisfy (a). If we
note that bx=2xp(b) for each bEB, T=B-+xB+---+2""'B forms a sub-
ring of A with ¢(T)ST. In the following, we shall show T=B@xBP--
Pa*B=A. Let Tot=27 £d;=0(d,=B). Then o(t)—t=xC1x"'d,
(£'—1)), and hence £=3717 2"'d,({"'*—1)=0. Since ¢'—1 is a unit for
each i=1, 2, ..., n—1, repeating the same procedure, we have d,_.1=d,-:
=ewe=d,=d,=0. Therefore T=BPxBP---Px"*B. To be easily seen,
X"b;'—1 is centralin B[X;pl, T°=B and T=B[X; p]/(X*—b,)B[X;
¢]. Now, for ==@ we have

S =T5H{E =D (@) — (7 —1) a7 (w)},

whence we obtain 4, .= 3122} @,7(x*) with some @, in 7. Hence, we see
that {a, @, =+, @u13 1, %, -+, "'} is a G-Galois coordinate system for
A/B. Since ay, @, **, @y-, ¥ are elements of T, it follows from [6,
Theorem 2.3] that T=A and X"—b, is directly indecomposable in
B[X; p].

Sufficiency: Assume that there exist an automorphism p and an element
b, satisfying the conditions (a) and (b). Let # be the map of B[X; p]
defined by f(X)——=f(X¢'). Then ¥ is an automorphism of B[X; o]
of order # with ¥(X"b;'—1)=X"b;'—1 where X"b;'—1 is a central
polynomial. Hence # induces an automorphism ¢* of order »n in A*=
BDyB®D-Dy"'B=B[X; p]/(X"b;'—1)=B[X; p]/M and ¢*(y)=y{"",
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where y is the residue class of X modulo M. Since y"b;'=1, y is a
unit in A*. Noting # is a unit in A*, we have 315} {'e*(y)=nyE U(A*).
The existence of (#*)-Galois coordinate system for A*/B will be seen in
the same way as in the proof of the necessity. The rest of the proof will
be almost evident.

Corollary 1.1. Let A be a strongly cyclic (®,{)-extension of B.
Then A/B has a o-generator and if x is a o-generator for A|B then
A=B[x] and {1,z &% -+, """} is a right free B-basis for A.

Let A/B be a strongly cyclic (G, {)-extension with o=% for some
vEA. Then we have vEV =V ,(B). Hence vEV°=BNV=2Z. Further,
since x07'=p(x)=vaxv™" for a sgenerator x for A/B, we have 2{ ™"
=x"'vx. Thus we have proved the necessity in the following

Corollary 1.2. In order that B have a strongly cyclic (®, {)-exten-
sion with o=0b, it is necessary and sufficient that there exist an
automorphism p of B, an element b,&U(B) and an element z€ U(Z)
satisfying

(@) p'=bi", pb)=by and p(£)=C¢,

(b) X"—b, is dirvectly indecomposable in B[ X ; p],

() plz)=zC

Proof. We shall prove the sufficiency. Under the same notations
as in the proof of Theorem 1.1, we set A*=BPyBP---Py"'B=B[X;
pl/M. If p(z)=2L"" for some z& U(Z), then zyz'=yp(2)z'=yL '=0a*(y),
and hence o*(a)=zaz™' for every a=A*. This imples ¢*=2, that is,
(e*)=(2).

Now we shall prove the following embedding theorem.

Theorem 1.2. Let T be a cyclic (T, §)-extension of B where T is
of order m and generated by . Let D be a cyclic group of order nm
with a generator 3. In order that B have a cyclic (9, {)-extension A
such that A2T, A/T is a strongly cyclic (O, §)-extension, +|T=-<, and
1" =0, it is necessary and sufficient that there exist an cutomorphism p
of T and elements t, u in U(T) satisfying

@ p"=8", plty=t, and p(&)={,

(b) X"—t, is directly indecomposable in T[X; p],

(c) pep7vi=4,

(d) RN (u; o) (= ur(u)=*(u)---=" ")) =C"",

(e) LN.(u; p)(=p" ()" (1) p()u) =152 (o).
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Proof. Let A be a cyclic (9, {)-extension of B such that A=2T,
A/T is a strongly cyclic (&, {)-extension, 7|7T=r7 and :"=¢. Then there
exists a 7"-generator x for A/T. Set #f,=2". Then 2"€U(T). Since

7"(x7'tx)=2""tx for each tET, p=x"" is an automorphism of 7 with

o(t) =t Set u=—x""5(x). Then 7"(u)=x"'C7(x)¢ *=x""5(x)=u shows that
usU(T). For tT, prp 'v'(t)=pr(ar (O)x )= pp(x)iy(x™")) =277 ()t
7(x)x=2%(t). This implies prp 't '=y. Further, RN,(%, 7)=(x"'5(x))7(x™
7)) (x g (x) @ (@)) =27y (x)=E"". Next, LN,(u;p)=p"'(x7
7)) (a7 'g(x)) -+ plap(x)) 2 (%)= x""(x") =2, '=(t,). Consequently, we
can see that there exist an automorphism e and elements #, » satisfying
the conditions (a)— (e).

Conversely, assume that there exist an automorphism p and elements
t,, u satisfying the conditions (a)—(e). Then the map ¥ of T[X;p]
defined by 3, X'u;—> 2 Xu)w(u;) (u,=7T) is an automorphism of order
nm. For, r(tX)=1(Xp@))=Xuzp(®) and 4 )1 (X)=-()Xu=Xpr()u
show that # is a homomorphism if and only if there holds (c). Noting
that #"(X)=XRN,(u;7), (d) implies that 7""=1, and hence # is an
automorphism. 7 (X"—#,)=(Xu)"—t(t;)=X"LN,(u; p)—=(t;)=(X"—¢,)LN,
(u;p) by (e). Thus # induces an automorphism %* of order zm in
TIX; pl/(X"—t)=TESyTSH--Py" 'T=A* where y is the residue class
of X modulo (X“—#,). By Theorem 1.1, itis clear that (3*),={v&(%*)]
v({t)=t for all t=T}=(4*"), A*/B is a cyclic ((*), {)-extension by [5,
Lemma 1. 1].

2. Abelian (9, {)-extension with D= (7,) X (7;) X -+« X (7.)

In this section, we assume that &= (s,) X (5,) X .-+ X (¢,) where every
(o) is a cyclic group of order #; generated by o, and n=II{.,#%,. Firstly,
we shall state several remaks without proofs.

Let p; (i=1, 2, ---, ¢) be automorphisms of B, b; (=1, 2, --+, ¢) elements
of U(B) and b; (i, =1, 2, ---, ¢) elements of U(B) with b,=5;' and by
=1. If they satisfy

PP 07 =by; and

b;j(P jbu.-)bm:= Pi(bixc)bi.'.-f’k(bij),
then the set of polynomials of e indeterminates =z =B[X,, X,, ---, X,;
£y o o0y Pl ={ 2 XN X720- Xeb, .y |b, ., EB} forms a ring if we define

the multiplication by the distributive law and the rules bX,=X,p,(b)
(b€ B) and X, X,=X,;X;b;; [4, Proposition 2. 2]. Further, if there holds
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pi=b"", pb)=b. and
RN, (b5 p)=p04b:71)b:,

then the polynomials X;'ib,”'—1 are central in #.

Let k<l¢, and = an arbitrary permutation of {1,2, ---,k}. Then
B[X,, X, 4, X5 Pr, 0o o L) =B[Xutry, ey Xuirs Ot Py % Prar]
([4, Proposition 2. 2]).

Let M,_,=(X\"—b,, X,2—b., -+, X« '—b,_,). Then B[X,, Xs -+,
Xio1s Py Pay oo, Pk—l]/MA:—x’:B [y ¥s oy J’k-x] = @osv,.(n; )’II}’:: "'J’Z:IB:
where y; is the residue class of X; modulo M,.,. Further, B[y, ¥. -,
J’k—]] [X.; P.e] ={ SXI‘:U;j @& E B[y, ys -, yk—l] } forms a ring if we define
the multiplication by the distributive law and the rule «X.=X.P.(a)
(&vEBly:, ¥., **+, ¥&-1]), Where Py is an automorphism of B[ y,, ¥s, *-*, ¥i-1]
defined by P,|B=p, and P.(y)=y:b.. Moreover, the polynomial
Xb,'—1 is a central polynomial of B[y, ¥, *, - [ X 0] and
By, ¥ = 9 J=B 3y, ¥ ooy 3 [ Xis o] (X — b)) Bl 31, 32 o0, Y]
[X.: p]. We denote this residue class ring by A..

Now the set of polynomials { X,"1—b,, X,"2—b,, X;"2—b,, ++-, X e—b,} of
& will be called a svstem of directly indecomposable polynomials if

«t—by is directly indecomposable in B[y, 34, **=, ¥4-1] [ Xi; 2.

Corresponding to Theorem 1. 1, we shall prove the following

Theorem 2.1. In order that B have a strongly abelian (S, )-exten-
sion A such that for every &=(0:)X(0:1)X - X{o) (0ZiZLe—1),
AS, has no proper central idempotents, it is necessary and sufficient
that there exist automorphisms {p.; i=1,2, -+ e} of B, and elements
{b, b;]1, 7=1,2, -, e} in U(B) with by;=0b;"" and by=1 such that

(@) pipso Py =by,

(b) bij(pjbik)bjk: pi(bjk)bikpk(bij)y

(c) Pin"zgi—l, p(b)=b;, and p(5)=¢,

(d) RNni(bji 5 00)=p(b. )b,

(e) {X,1—b;|i=1,2, -, e} is a system of directly indecomposable
polynomials.

More precisely, if there exist automorphisms {p;|i=1,2, ---, e},
elements {b;, b;|i, j=1, 2, ---, e} with b;=b."" and b;=1 satisfying
(a)—(e), then M. =(X"1—b, X.2—b,, -+, X" —b)B X, Xy, *+, X;; Py, P
o, pi] is a two sided ideal of B[Xy, X, -, Xi: pi, s+, pi)] and A=
B[y, 35 -, ¥ 1=B[X0. X;, =, X5 Py, 05 +++, 01/ M; is a strongly abelian
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(&, &ri)-extension with &F=(6.1*)X(0,45%) X =+ X (0.*), where y, is
the residue class of X, modulo M. end o.* is defined by o.*(y)=yL""s,
o *(y)=y; for jFs.

Conversely, if A is a stro:gly abelian (®, O)-extension of B such
that AS®: has no proper centrval idempotents, then we can find such
{p:]i=1,2, -+, e}, {b,b;]i,7=1,2, -, e} with b;=b;", b;=1 satisfying
(a)—(e) that there exists a B-isomorphism ¢;* 1 A*—> A®: with ¢ *o*=
o0~ for every i,j=1,2, - e.

Proof. Necessity: Let A be a strongly abelian (@, {)-extension of
B such that A®: has no proper central idempotents for /=1,2, -, ¢e. By
Definition 2 and by making use of the same method as in the proof of
Lemma 1.1, we obtain elements x&U(B,) (1<i<e) such that a(x;)
=58, and o(x,)=2x, for i=j where &;=&*" and B,=A®. Then
it is clear that x,'bx;EB(bEB) and =z, xxx ', '€U(B). We set
=% by=x" and b,;=zx,'x,'x«; Then they satisfy (c).

@) pesp oy N (B) =1 s b T T = bbby = biy(B).

(b)  byes(bi)bi= 2" "2y e (o, T T M) - T T

= 2,7, T e = (T xS T T ) (T e T )
(@72 72y 20 = Pi(bsi)bupi(biy).
(d) RNni(bﬁ s )= (7 ) x T (T T ) (T T e )
a7y ) x T T = x T i =y (b,

As to (e), we first consider T=DB[x, %5 ***, %ol = Xlogy,cn,¥1"1%:720 2, e B.
Then T is a ®-(setwise) invariant subring of A with T®=B. By the
similar method as in the proof of [4, Theorem 2. 1], we can easily see
that {x1x.”2 -x.%|0=<"»,<m,} is a B-right linearly independent set. Let
t=0,"10,2+.0l--.0/c be an arbitrary element of @. Then by making use
of the same method as in the proof of Theorem 1. 1, we can easily see the
existence of elements {¢,°, ¢.*, ---, ¢, ; d\®, d.9, -+, d,"®} in B[x;] such
that

6y, =21 cfPz(d,"?) for v, =0,
Since X ¢,P7(d, )=, ¢, Pai(d,?), it follows that

5o D G0, D(g D g @D, 7
”l..——L(je,jg_,.---..fl) Cs. €y Ci, ~(d,-l d;, d;, )-

This means the existence of a &-Galois coordinate system for T/B.
Thus we obtain 7=A. Noting here that A%®:/B is (7)) X (0,) X --- X (a})-
Galois, the above argument enables us to see A®i=Blx, 1, ---, x,]. While,
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B[X,, X,, +++, Xis 1, P2 >+, 01/ Mi=Ai [ Xi: p /(X —b) A [ X p]==AC
Hence there holds (e).

Let ¢* be the map of <% to A=B[x,, x,, **, %.] defined by f(X, X,
oo, X)—> f(x,, %, -+, %). Then ¢* is a B-(ring) epimorphism and its
kernel contains M, On the other hand, we can write f(X, X, **, X.)
=(X1""‘b1) gx(X:, Xz, % Xc) T (X‘znz'"bz) gz(Xh X:, ) X{') T (ch"—be)
glX, X, -, X)+r(X,, X,, -, X,) with a polynomial #»(X,, X,, -+-, X,) whose
degree with respect to each X; is smaller than »,. Hence we have
Z | M. =A. ‘

Sufficiency : Assume that there exist automorphisms {p;|i=1, 2, ---, ¢}
and {b, byli, j=1,2, ---, e} with b;;=b;"" and b,=1 satisfying (a)—(e).
Then, by (e), A*=@osv,<q, Y1925 y.e B=2Z | M, has no proper central
idempotents, where y; is the residue class of X; modulo M, By (c), the
map ¥, of &% defined by f(X;, X;, -+, X, -+, X)) —> f( Xy, Xy, oo+, X&),
..., X,) is an automorphism of order #; and each X;b,'—1 is central
by (d), ¥ : induces an automorphism &* of order n, of A*. If &* is
the group generated by o%, 4.* -+, 6,%, then &*=(0,*)X(0,*) X« X(a.%)
and A*®*=B. Since B;*=A*®}=B[y], yi+&ia*(p)+ -+ M o F !
(y)=m;y, is a unit. The existence of a &*-Galois coordinate system for
A*/B will be seen as in the necessity part. Finally, A*S*=RB[y, v,
oyl =By, ¥, o, yied [ X PF]/(Xl"li_bi) B[y, ys -, yl—l:] [X:5pd,
which contains no proper central idempotents by (¢). The rest of the proof
will be almost evident.

Corollary 2.1. If A is a strongly abelian (®, {)-extension of B
such that AS®: has no proper central idempotents for each i=1,2, -, e,
then A is B-free.

Now, corresponding to Theorem 1.2, we shall prove the following

Theorem 2.2. Let T be an abelian (X, {)-extension of B where
I=(5) X (z) X - X(=,) is a direct product of cyclic groups (v:) of order
m.  Let ©=(r,) X(5.) X -+ X(r,) a direct product of cyclic groups (1) of
order namy, and Tli..n.=n. Then, in order that B have an abelian (D,
O)-extension A such that A2T, A|T is a strongly.abelian (®, &)-exten-
sion, 74| T=x, pi=0, and the fixring of O=(7,4) X (Gr) X+ X(a,) in
A has no proper central idempotents (i=1,2, <=+, e), it is necessary and
sufficient that there exist automorphisms (p.|i=1,2, - e} of T, ele
ments {t,tyli, 7=1,2, e} in U(T) with ty=ty ', tu=1 satisfying
the conditions (a)—(e) of Theorem 2.1 (T replacing B) and there exist
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elements {uis;1,j=1,2, -, e} in U(T) satisfying

) =em o =un"

(g) RNmt(uﬂ 5 7:)=Ci_], RN.-:j(uij > TJ)= 1 (Z%]):

(h) LN")(uﬁ? 05)=t;"'cut)),

(i) ti,i(pjuik)ujk:(piujk):k(tij):

(1) s i) = T (1),

Proof. Necessity: Let A be an extension requested in the theorem.
Then there exist elements #, %, -+, #, in U(T) such that 7,“(x)=x,™"
and 7,"(x,)=x, for each /55j where p,={": (see the proof of Theorem
2.1). Weset ti=x4<U(T), t,;=x""2"%2,€U(T) and p,=2%""'. Then
they satisfy the conditions (a)—(e), and A=T[x, z,, ---, 2.]=7 /M by
20— X;+ M where I =T[X, X;, -+, X.;p, P +++, p.] and M=(Xi"
—tx, Xgn'—"—‘tg, e, Xe"c——f‘,)_ NOW, we set uu=x¢_l7;;(x,-). Then ‘qk’"lv‘(uw)
=uy;; for each k=1,2 -, e. Hence u,;€U(T). In the following, we
shall show that w:, satisfies the conditions (f)—(j).

() oM @) =, () T ) T () =T () 700 (@)
77y Nx ) =g, N tay u(x) = w7 ().

(2 RN,, (s =)=27dx) 7,7 75 (0) o0 M (@) g ) =2,
7" (x) =8N

RNmJ(uU =2, (x)) (7,27 74 (2)) - (7N w o)) = 207"
7i9(x) =1 )

(h) LNnj(uﬁ s P =x) T ) x0T T ()Y e T T ()
xyxy )= xy "y (a ) =177t ). .

0 tlpsua)un= "% 2,007 %07 %02 )% (2 5) = po(s ) uwad(T it ).

() wulmitn) = 27 72720 (200)) = 27 "7 (%) = %77 5() = 27!
7 () (21 (20)) = tes™ ().

Sufficiency: Assume there exist {p;,#,#; and wyli, j=1, 2, -+, e}

satisfying the conditions (a)—(j). Then the map #; of .7 defined by
XX, e X ety oy > 2 (Ko ) (K)o (Xoat)"em(t,,.v) is an auto-
morphism by (f) and (h), and its order is n:m; by (g) ([4, Theorem 4. 2]).
Next, 7{X1—~t)=XiLN, (u,; p)—=(t) implies ¥ (X i—t)=(Xi—
it '=(t;) by (h). Hence each #; induces respectively =, and an auto-
morphism 7,* of order ngm; on T and A* =D, cn 319739 T=T | M,
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where each y; is the residue class of X; modulo M. Now 7/*7,*(y:)
=9 (yuthe) = yittTi(2eey) and 7,%%.* () =75,* (Vutte) = yarury~ (2) show that
2.9 =754 by (j). By a brief computation, we can see that the group
$* generated by 7.*, ».*%, »-, 7.* is (5,*) X(5,*) X -+ X(%,*) and A*9*=B.
Let @"=(7"") X (7.*") X+ X(z.*"). Then by (g), we have 7,*"(y,)=
y.&" and 5.*"(y,)=y, for i#%j. Hence A*/T is a strongly abelian
(®*, §)-extension. Since $*|T=F and O%=©O* A*/B is an abelian
(9%, ¢)-extension ([5, Lemma 1. 1]).

3. Cyclic extensions of commutative rings

In this section, & will be a cyclic group of crder # generated by
o. As has been observed in §1, if A is a strongly cyclic (®, §)-extension
of B, then A=B[x] for some x=A (Corollary 1.1). Hence, if an
algebra A is a strongly cyclic (®, {)-extension over B, then A is com-
mutative. However, DeMeyer proved that any cyclic Galois algbera is
commutative ([2, Theorem 11]). In the rest we assume that rings are
commutative.

The following lemma gives a sufficient condition for a cyclic (®, )-
extension to be strongly cyclic.

Lemma 3.1. Let A be a cyclic (O, )-extension of B, and x an
element of A with o(x)=xL"". Then the following conditions are
equivalent ;

(1) B[x] is separable over. B.

(2) =x is a unit.
3) {1,z x° -, 2"} is a free B-basis for A.

Proof. (2) — (3) is already shown in Corollary 1.1 and (3) — (1) is
obvious. If B[x] is separable over B then, by [3, Lemma 2 1 and
Lemma 2. 7], x—e(x)=x—x""'=%(1—C"") is a unit in A and hence so
is .

Remark. In [3, Definition 5], a strongly separable B algebra A
without proper idempotents is called a splitting ring for the separable
polynomial f(X) if F(X) is a product of linear factors from A[X] and
if A is generated over B by the roots of f(X). By [3, Proposition 2. 6]
and Lemma 3.1, we can'see that A is a strongly cyclic (®, {)-extension
of B if and only if A is a splitting ring for a directly indecomposable
separable polynomial X"—b, with b, U(B).
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Lemma 3.2, Let A be a cyclic (8, §)-extension of B. If B has a
®-normal basis then it is strongly cyclic.

Proof. Let @ be a normal basis element of A. Then A=aB$o(a)B
P---Po*(a)B shows that an element y of A is contained in pA, where
p is a maximal ideal of B, if and only if y=25 ¢'(a)p; pEp. Let
x=ag+¢a(a)+ -+ +&" 0" a). Then o(x)=2{"' and x&pA for each
maximal ideal p of B. While A/pA is a Galois extension of the field
(B+pA)/pA=B/p, A/bA is a direct sum of a finite number of fields. Thus
it contains no non-zero nilpotent element. Now, if we assume that x"€D
for some P, it yields a contradiction x=pA. Thus s"&Dp. Consequently,
4" and hence x is a unit.

Since a Galois extension of a semi-local ring is semi-local, the follow-
ing result is a direct consequence of Lemma 3. 2 and Theorem 1. 1. (Cf. the
necessity part of the proof of Theorem 1. 1.)

Corollary 3.1. Let B be semi-local. In order that B have a cyclic
(B, §)-extension, it is necessary and sufficient that there exists an element
b, in U(B) such that X"—b, is directly indecomposable in B[X].

Theorem 3.1. Let T be a cyclic (8, {)-extension of a semi-local
ring B where T is of order m and is generated by t. Let D be a
cyclic group of order nm with a generator 7. In order that B have a
cyclic (D, &)-eaxtension A with A2T, 9| T=v and "=, it is necessary
and sufficient that there exist elements t, and w in U(T) satisfying

(a) X"—t, is directly indecomposable in T[X]

(b) N(u)(=uz(a)*(w) =" (u))=¢""

(c) t(t)=tu"

Proof. Assume first that there exist elements ¢, « in U(T) satisfy-
ing the conditions (a), (b) and (c). Then p=1,¢ and x satisfy the
conditions (a)—(e) of Theorem 1. 2.

Conversely, we assume that A is a cyclic (9, {)-extension of B with
A2T and #|T=+. Then A/T is a cyclic ((5"™), {)-extension. Hence by
Lemma 3.2, A/T is a strongly cyclic (("), {)-extension. Now, the rest
is clear from the proof of Theorem 1. 2.

As an immediate consequence of [3, Corollary 2. 10], we see that if
a separable polynomial is irreducible then it is directly indecomposable.
Now, we shall prove the following
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Theorem 3.2. Let B be a domain. In order that B have a strongly
cyclic (®, $)-extension A which is a domain, it is necessary and suf-
ficient that there exists an element b, in U(B) such that X"—b, is
irreducible in K[X] where K is the quotient field of B.

Proof. Let A be a strongly cyclic (S, {)-extension of B which is a
domain. Then by Theorem 1,1, we have A=B[X]/(X"—&,) for som:
b U(B). Since A is a domain, it follows that X"—b, is irreducible in
K[X]. The converse is almost evident.

4. Abelian extensions of commutative rings

In this s2ction, we assume that &=(s,) X(s,) X :-- X(0,), where every
() is a cyclic group of order n; generated by o, and »n=I1{.,xn.
Corresponding to Theorem 2. 1, we shall prove the following

Theorem 4.1. In order that B have a strongly abelian (®, 0)-exten-
sion A, it is necessary and sufficient that there exist elements b, b., ---,
b. in U(B) such that {X\""\—b, Xy"2—b,, -+, X,"e—Db.} is a system of inde-
composable polynomials in B[X,, X,, -, X.]. Moreover, if this is the
case, A=A®R;A®:Q)---RQ ;A%

Proof. Let A be a strongly abelian (&, {)-extension of B. Then,
as is shown in Theorem 2.1, there exist elements x., %, -, x, in U(A4)
such that o(x)=2x£,"", o/(x,)=x, for i5j and A=B[x, x;, -, x.]. Set
B,=B[x.]. Then B,=B®x.BP---Px™'B, b,=x":€U(B), A%=B, B./B
is a strongly cyclic ((#)), {)-extension and A®:=B[x, x,, -+, x,]=B[x, %,
e, %] [ XD /(X —0)B %, %2 +++, #:-11[X:]. By the same argument as in
the proof of [5, Theorem 4. 1], we can easily see that A=B,QzB.X:--
Qs B..

Conversely, assume that there exist elements b, b, ---, b, in U(B)
satisfying the condition. If we set p,=1, b,=1, 4, j=1,2, -, ¢, {p,, b; and
byli, 7=1, 2, «--, e} satisfies the conditions (a)—(e) of Theorem 2. 1. Hence
A*=B[X, X,, ---, X,]/ M. is a requested extension.

Now, corresponding to Theorem 2. 2, we shall give a necessary and
sufficient condition that there holds the embedding theorem for abelian
extensions of commutative rings.

First we have the following theorem which is a direct consequence of
Theorem 2. 2.

Theorem 4.2, Let T be an abelian (X, §)-extension of B where
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T=(7,) X(7a) X ++- X(.) is a direct product of cyclic groups (=;) of order
m.  Let 9= (1) X(7.) X -+ X (%) be a direct product of cyclic groups of
(ro) of order nim,, and Ti-m;=n. Then, in order that AT, A|T is
a strongly abelian (®, {)-extension and %:|T=rt, y™=a; it is necessary
and sufficient that there exist elements {ti, uiyli,7j=1,2, -+, e} in U{(T)
satisfying

(a) Nri(ufi) = Cf—ly Nrj(ul.f) = 1:

(b) utJA"".zti_lrj(tl)y

(©)  2uimi(ters) = 2wiw S(2enr),

@ {Xri—¢#}i=1,2 -, e} is a system of directly indecomposable
polynomials in T[X,, X, -, X.].

Combining Theorem 3. 2 with Theorem 4. 2, we have the following

Theorem 4.3. Let T be an abelian (X, {)-extension of B such that
T is a domain and T=(z,) X(t) X - X(c) is a direct product of cyclic
groups (=;) of order mi. Let O=(3,)X(3:) X+« X(3,) be a direct product
of cyclic groups (:) of order ngn,, and I1i-n.=n. Then, in order that
B have an abelian (D, §)-extension domian A such that A2T, A]T is
a strongly abelian (&, §)-extension, v |T=<; and v"i=0,, it is necessary
and sufficient that there exist elements {t, uyl|i, =1, 2, -, e} in U(T)
satisfying

(@) N.(uu)=8."", Mj(uu) =1,

(b) i e=t7"5,(¢),

(€)  towm (tere) = was™ s (2tn),

(@) X.i—t: is irreducible in K, ,[X:], where K,_, is the quotient
field of B[Xy, Xy, +++, Xioil /(X" — 8, Xo"v—1ty, ooy Xy —Fiy),
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