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1. Introduction

Let $M$ be a compact $C^\infty$-Riemannian manifold. Suppose that $M$ admits commutative and linearly independent Killing vector fields $X$ and $Y$. In this paper, we shall study the following problems: What kind of restrictions to Riemannian structure of $M$ should be imposed by the existence of such vector fields? Conversely, does the Riemannian structure of $M$ give any restriction to such vector fields $X$ and $Y$?

Let $M$ be a compact Riemannian manifold of non-positive sectional curvature. The following fact is known by Lawson-Yau [5]; There exists an abelian subgroup of rank $k$ in the fundamental group $\pi_1(M)$ if and only if there exists a flat $k$-torus isometrically and totally geodesically immersed in $M$. In particular, this shows Preissman's result [6] in the case when $M$ has negative sectional curvature, that is, every abelian subgroup of $\pi_1(M)$ is rank one (i.e., cyclic). Now, let $\tilde{M}$ be a covering space of $M$. A subgroup of $\pi_1(M)$ determined by the covering map is identified with a group $\Gamma$ of isometries of $\tilde{M}$, so-called the group of all deck transformations. From this point of view, we shall consider our problems in the case that $\tilde{M}$ has no assumption on sectional curvature and that $\Gamma$ is replaced by a torus (or $\mathbb{R}^2$) group acting on $\tilde{M}$. Therefore, our problem may be seen to be a trial at the problem of Lawson-Yau type concerning an abelian subgroup of the fundamental group. In fact, our Corollary 2 is an extension of the fact "Every abelian subgroup in the fundamental group of the spherical space form is cyclic".

Before we state our results, we give some typical examples of Riemannian manifolds with commutative and linearly independent Killing vector fields.

Example 1. Let $S^{2m}$ ($m \geq 2$) be the standard $2m$-sphere. $S^{2m}$ has commutative and linearly independent Killing vector fields. In this case, every Killing vector field on $S^{2m}$ has a zero. Generally, if $M$ is an even dimensional compact Riemannian manifold with positive sectional curvature, every Killing vector field on $M$ has a zero [1 or 4, Cor. 5.7].
Example 2. Let $S^3 = \{(z_1, z_2) : z_1 \in \mathbb{C} \text{ and } |z_1|^2 + |z_2|^2 = 1\}$ be the standard 3-sphere. Let $|\phi_t|_{t \in \mathbb{R}}$ and $|\psi_s|_{s \in \mathbb{R}}$ be 1-parameter groups of the unitary group $U(2)$ defined by

$$
\phi_t = \begin{bmatrix}
\exp(\sqrt{-1} p_1 t) & 0 \\
0 & \exp(\sqrt{-1} p_2 t)
\end{bmatrix},
$$

$$
\psi_s = \begin{bmatrix}
\exp(\sqrt{-1} q_1 s) & 0 \\
0 & \exp(\sqrt{-1} q_2 s)
\end{bmatrix},
$$

where $p_t$ and $q_s$ are non-zero real numbers such that $(p_1, p_2)$ and $(q_1, q_2)$ are linearly independent. For each $t \in \mathbb{R}$, $\phi_t$ acts isometrically on $S^3$ by

$$
\phi_t[(z_1, z_2)] = (\exp(\sqrt{-1} p_1 t) \cdot z_1, \exp(\sqrt{-1} p_2 t) \cdot z_2).
$$

Then, Killing vector fields $X$ and $Y$ generated by $\phi_t$ and $\psi_s$ are commutative and linearly independent. In this case, we have $|\phi_t[(1,0)] : t \in \mathbb{R}| = |\psi_s[(1,0)] : s \in \mathbb{R}|$.

Example 3. Let $G$ be a compact Lie group of rank $m$ ($m \geq 2$) and $g$ a left and right invariant Riemannian metric on $G$. We take vectors $x$ and $y$ of its Lie algebra $\mathfrak{g}$ such that $[x, y] = 0$, $\|x\| = \|y\| = 1$ and $g(x, y) = 0$. For the vector $x$, we define a 1-parameter group $\phi_t$ of isometries by $\phi_t(g) = \exp(tx) \cdot g$ for $g \in G$. We denote by $X$ the Killing vector field generated by $\phi_t$. Similarly, we have a 1-parameter group $\psi_s$ of isometries and a Killing vector field $Y$ from $y$. $X$ and $Y$ are commutative and linearly independent. Then, we can define an isometric immersion $x$ of $\mathbb{R}^2$ into $M$ by $x(t, s) = \exp(tx + sy)$, where $\mathbb{R}^2$ is the real 2-plane with canonical metric. This immersion is an orbit under $\phi_t$ and $\psi_s$ in $G$ through the unit, and we have

$$
K(X \wedge Y)_{x(1,0)} = 0,
$$

where $K(X \wedge Y)_{x(1,0)}$ is a sectional curvature of the plane spanned by $X_{x(1,0)}$ and $Y_{x(1,0)}$ [see §2, Ex.4].

Our result is that we have at least one of the characteristics stated in above examples with respect to either manifold $M$ or vector fields $X$ and $Y$. We denote by $g$ the Riemannian metric on $M$, by $\|u\|$ the norm of vector $u$ and by $T_p(M)$ the tangent space to $M$ at a point $p$. For vectors $u$ and $v$ of $T_p(M)$, we denote by $K(u \wedge v)$ the sectional curvature of the plane in $T_p(M)$ spanned by $u$ and $v$. Let $\nabla$ be the covariant differentiation with respect to $g$. The curvature tensor $R(u, v)w$ on $M$ is given by $R(u, v)w = \nabla_u \nabla_v w - \nabla_v \nabla_u w - \nabla_{[u,v]}w$. 


Theorem 1. Let \((M, g)\) be a compact \(C^\infty\)-Riemannian manifold, and \(X\) and \(Y\) Killing vector fields on \(M\) with \([X, Y] = 0\). Let \(\{\phi_t\}_{t \in \mathbb{R}}\) (resp. \(\{\tilde{\phi}_t\}_{t \in \mathbb{R}}\)) be a 1-parameter group of isometries generated by \(X\) (resp. \(Y\)). Then, we have at least one of the following results (1), (2) and (3).

(1) There exists a point \(p\) of \(M\) such that either \(X_p = 0\) or \(Y_p = 0\) holds.

(2) There exists a common integral curve of \(X\) and \(Y\) (as an image of the curves).

(3) There exist an isometric immersion \(x\) of \(\mathbb{R}^2\) into \(M\) and vector fields \(Z\) and \(V\) defined on \(x(\mathbb{R}^2)\) such that \(Z \in x_*(\mathbb{T}(\mathbb{R}^2)), \forall_z Z = 0\), and \(K(Z \wedge V) = 0\) and \(Z \wedge V \neq 0\) on \(x(\mathbb{R}^2)\). Furthermore, the immersion \(x\) and vector fields \(Z\) and \(V\) satisfy the following conditions (a) and (b).

(a) \(K[x_*(\partial/\partial t) \wedge x_*(\partial/\partial s)]\) is non-negative constant on \(x(\mathbb{R}^2)\), where \((t, s)\) is the canonical coordinate system in \(\mathbb{R}^2\).

(b) The image \(x(\mathbb{R}^2)\) and vector fields \(Z\) and \(V\) are preserved by the action of group \(\{\phi_t, \tilde{\phi}_t : t, \tau \in \mathbb{R}\}\).

**Remark 1.1.** In (a) of the statement (3) in Theorem 1, if \(K[x_*(\partial/\partial t) \wedge x_*(\partial/\partial s)] = 0\), then we have \(V \in x_*(\mathbb{T}(\mathbb{R}^2))\).

By Theorem 1, if \(X\) and \(Y\) are linearly independent at each point of \(M\), we have only the case (3) in Theorem 1.

**Theorem 2.** In Theorem 1, we assume further that \(M\) has non-negative sectional curvature. Then, we have at least one of the following results (1), (2) and (3).

(1) There exists a point \(p\) of \(M\) such that either \(X_p = 0\) or \(Y_p = 0\) holds.

(2) There exists a common integral curve of \(X\) and \(Y\).

(3) There exist an isometric immersion \(x\) of \(\mathbb{R}^2\) into \(M\) and vector fields \(Z\) and \(V\) defined on \(x(\mathbb{R}^2)\) such that \(Z \in x_*(\mathbb{T}(\mathbb{R}^2)), \forall_z Z = 0, \forall_z V = 0,\) and \(R(V, Z)Z = R(Z, V)V = 0\) and \(Z \wedge V \neq 0\) on \(x(\mathbb{R}^2)\). Furthermore, the immersion \(x\) and vector fields \(Z\) and \(V\) satisfy the conditions (a) and (b) of the statement (3) in Theorem 1.

By the difference between Lawson-Yau's result and (3) of Theorem 2, it seems to be difficult, even if the manifold has non-negative sectional curvature, to find a direct relation between higher dimensional space of
commutative Killing vector fields and a geometric structure on $M$ [see § 2, Ex. 6].

**Corollary 1.** In Theorem 1, we assume further that $M$ has positive sectional curvature. Then, we have at least the following (1) or (2).

(1) There exists a point $p$ of $M$ such that either $X_p = 0$ or $Y_p = 0$ holds.

(2) There exists a common integral curve of $X$ and $Y$.

Corollary 1 was given Takagi [10] and Sugahara [8] in somewhat weak conclusion, that is, $X$ and $Y$ are linearly dependent at some point of $M$. But, we can draw the following Corollary 2 from our statement of Corollary 1. This corresponds to Preissman's result in positive curvature case.

For a Riemannian manifold $M$, we denote by $\tilde{M}$ the universal covering space of $M$. Then, we have $M = \Gamma \backslash \tilde{M}$, where $\Gamma$ is the group of all deck transformations. And the fundamental group $\pi_1(M)$ of $M$ is identified with $\Gamma$. For a subgroup $A$ of $\pi_1(M)$, we denote by $\tilde{A}$ the subgroup of $\Gamma$ corresponding to $A$.

**Corollary 2.** Let $M$ be a compact Riemannian manifold with positive sectional curvature. Let $A$ be an abelian subgroup of $\pi_1(M)$. Assume that $\tilde{A}$ is contained in a subgroup of isometric group generated by several Killing vector fields on $\tilde{M}$, which are commutative to each other. Then, $A$ is cyclic.

**Remark 1.2.** (1) Let $M$ be a compact Riemannian manifold with positive sectional curvature. It is known by Synge [9 or 4, Th.5.6] that, if $M$ is even dimensional and orientable, $M$ is simply connected. Therefore, if $M$ is non-orientable, its double covering space is simply connected. If $M$ is odd dimensional, then $M$ is orientable, i.e., each deck transformation of $\tilde{M}$ is an orientation preserving map.

(2) By the assumption for $\tilde{A}$ in Corollary 2, we only consider the case when $M$ is odd dimensional [see Ex. 1].

Let $M$ be a spherical space form of dimension $n$. Then, it is known that any abelian subgroup $A$ of $\pi_1(M)$ is cyclic, by the classification of spherical space forms due to Wolf [11]. In this case, if $n = \text{odd}$, the condition that $A$ is abelian implies simultaneously our assumption for $\tilde{A}$ in Corollary 2. In fact, we have $\Gamma \subset SO(n+1)$ by Synge. Furthermore, since $A$ is abelian,
all elements of $\bar{A}$ are simultaneously diagonalizable by an orthogonal matrix $P$. So, we can take some Killing vector fields satisfying the assumption in Corollary 2.

In § 2, we shall give a full detail of our results and give several examples in connection with them. Also we shall prove Corollary 2 there. In § 3, we shall prove the results in § 2.

The author expresses his hearty thanks to Dr. K. Sugahara. He read carefully the author's manuscripts of this paper and gave him valuable advices. In particular, Example 5 in § 2 is due to him. The author also expresses his thanks to Professor T. Sakai for his kind advices. The author was introduced to this problem by Dr. H. Takagi [10].

2. Detail of results and more examples

Theorems stated in introduction can be devided into several propositions. We use same notations as in introduction. We assume that $X$ and $Y$ do not have zero on $M$. Let $\bar{Y}$ be a vector field on $M$ defined by

$$\bar{Y} = Y - \frac{g(Y, X)}{\|X\|^2}X.$$ 

There exists a point $p$ of $M$ such that the square norm $\|\bar{Y}\|^2$ of $\bar{Y}$ is critical at $p$. Then, the value $\|\bar{Y}\|^2(p)$ is either zero or non-zero.

**Proposition 1.** If $\bar{Y}_p = 0$, then two integral curves of $X$ and $Y$ through $p$ coincide (as the image of curves).

We assume $X_p \neq 0$, $Y_p \neq 0$ and $\bar{Y}_p \neq 0$. Then, put

$$Z = Y - \frac{g(Y, X)}{\|X\|^2}(p)X.$$ 

The vector field $Z$ is also Killing. Let $\phi_t \mid_{t \in \mathbb{R}}$ (resp. $\phi_{s} \mid_{s \in \mathbb{R}}$) be a 1-parameter group of isometries generated by $X/\|X\|(p)$ (resp. $Z/\|Z\|(p)$). We define an immersion $x$ of $\mathbb{R}^2$ into $M$ by

$$x(t, s) = \phi_t[\phi_{s}(p)].$$

**Proposition 2.** The immersion $x$ is isometric and

$$g(R(X, Z)Z, X) = g(\nabla_X Z, \nabla_Z X) \text{ on } x(\mathbb{R}^2).$$

By Proposition 2, we see that $K[\pi_*(\partial/\partial t) \wedge \pi_*(\partial/\partial s)]$ is non-negative constant on $x(\mathbb{R}^2)$. Let $\eta : s \to x(s), s \in \mathbb{R},$ be an integral curve of
$Z/\|Z\|p$ through $p$, i.e., $x(s) = \phi_0(p)$. Then, the curve $\eta_0$ is a geodesic in $M$ (see § 3, Prop. 6 and Lemma 3.1). Let $(\eta_0)^s_u$ denote the parallel translation from $T_p(M)$ onto $T_{x(s)}(M)$ along the curve $\eta_0$.

**Lemma.** There exist a system $\{u_1, v_1, \ldots, u_k, v_k, e\}$ of vectors of $T_p(M)$ and non-zero real numbers $\{p_1, \ldots, p_k\}$ such that

(a) $(X)_{x(s)} = \sum_{i=1}^{k} [\cos p_is(\eta_0)^s u_i + \sin p_is(\eta_0)^s v_i] + (\eta_0)^s e$ for $s \in \mathbb{R}$.

(b) The system $\{Z_p, u_1, v_1, \ldots, u_k, v_k, e\}$ is orthogonal and $\|u_i\| = \|v_i\|$ ($i = 1, 2, \ldots, k$).

In Lemma, put

$$(X_i)_{x(s)} = \sum_{i=1}^{k} [\cos p_is(\eta_0)^s u_i + \sin p_is(\eta_0)^s v_i].$$

If $(X_i)p = 0$, then we can take $X$ as $V$ stated in Theorem 1. In this case, $V$ is tangent to the image $x(\mathbb{R}^2)$.

**Proposition 3.** If $(X_i)p = 0$, then $(X)_{x(s)} = (\eta_0)^s X_p$ and $K(Z \wedge X) = 0$ on $\eta_0$.

If $(X_i)p \neq 0$, then $K(Z \wedge X)_{x(s)}$ is positive constant on $x(\mathbb{R}^2)$ by Proposition 2.

**Proposition 4.** Take a point $p$ at which $\|\overline{V}\|$ attains a local minimum. Assume $(X_i)p \neq 0$ and $e \neq 0$ in Lemma. Then, $K(Z \wedge (\eta_0)^s e)$ is non-positive constant along $\eta_0$.

**Remark 2.1.** In the case of Proposition 4, we can take, as $V$ stated in Theorem 1, some linear combination of $X$ and $(\phi_1)_*[(\eta_0)^s e]$. And, as $V$ stated in Theorem 2, we can take $(\phi_1)_*[(\eta_0)^s e]$.

**Proposition 5.** Take a point $p$ at which $\|\overline{V}\|$ attains a local minimum. Assume $e = 0$ in Lemma. Then, we have that $K(Z \wedge W)$ is negative constant along $\eta_0$, where

$$(W)_{x(s)} = \sum_{i=1}^{k} p_i^{-1} [\sin p_is(\eta_0)^s u_i - \cos p_is(\eta_0)^s v_i].$$
**Remark 2.2.** (a) In the case of Proposition 5, we can take, as $V$ stated in Theorem 1, some linear combination of $X$ and $(\phi_0)_* W$.

(b) In Proposition 5, we have $(\nabla_2 W)_{(x,\theta)} = ||Z||((p)X_{x,\theta}).$

We note that, if $M$ has non-negative sectional curvature, $K(Z \wedge V) = 0$ implies that $R(V, Z)Z = R(Z, V) V = 0$.

**Corollary 2.** Let $M$ be a compact Riemannian manifold with positive sectional curvature. Let $\tilde{A}$ be an abelian subgroup of $\pi_1(M)$. Assume that $\tilde{A}$ is contained in a subgroup of isometric group generated by several Killing vector fields on $\tilde{M}$, which are commutative to each other. Then, $\tilde{A}$ is cyclic.

**Proof of Corollary 2.** Take non-unit elements $\phi$ and $\psi$ of $\tilde{A}$. By the assumption, we have $\phi_{t_0} = \phi$ and $\psi_{s_0} = \psi$, where $[ \phi_t ]_{t \in \mathbb{R}}$ and $[ \psi_s ]_{s \in \mathbb{R}}$ are 1-parameter groups generated by some commutative Killing vector fields $X$ and $Y$, respectively. Since $\phi$ and $\psi$ have no fixed point, by Corollary 1 there exists a point $p$ of $\tilde{M}$ such that

$$[ \phi_t(p) : t \in \mathbb{R} ] = [ \psi_s(p) : s \in \mathbb{R} ].$$

Furthermore, since $\phi$ and $\psi$ have finite order, the set $[ \phi_t(p) : t \in \mathbb{R} ]$ is circle $S^1$. The group $\langle \phi, \psi \rangle$ generated by $\phi$ and $\psi$ is a discrete subgroup acting isometrically on $S^1$. So, the group $\langle \phi, \psi \rangle$ acting on $\mathbb{R}$ is cyclic. Since $\phi$ and $\psi$ are deck transformations, the group $\langle \phi, \psi \rangle$ acting on $\tilde{M}$ is also cyclic. If we take non-unit elements $\phi_1$, $\phi_2$ and $\phi_3$ of $\tilde{A}$, then we have $\langle \phi_1, \phi_2 \rangle = \langle \phi \rangle$ for some $\phi$ of $\tilde{A}$, by the above argument. Therefore, we have $\langle \phi_1, \phi_2, \phi_3 \rangle = \langle \phi, \phi_2 \rangle = \langle \psi \rangle$ for some $\psi$ of $\tilde{A}$. Since $\tilde{A}$ is finite, we can show that $\tilde{A}$ is cyclic.

$q.e.d.$

We give several examples of Riemannian manifolds with commutative Killing vector fields in connection with the above propositions. The following example is connected with Proposition 3.

**Example 4.** Let $M = K/H$ be a naturally reductive homogeneous space with an $ad(H)$-invariant decomposition $\mathfrak{h} = \mathfrak{k} + \mathfrak{m}$, and $K$-invariant Riemannian metric $g$. Let $\pi : K \to M = K/H$ be the natural projection and put $\pi(H) = 0$. We identify $\mathfrak{m}$ with $T_0(M)$ by $\pi$. Let $B$ be a bilinear form on $\mathfrak{m}$ which
corresponds to \( g \). Suppose that there exist vectors \( x \) and \( y \) of \( m \) such that \([x, y] = 0\), \( \|x\|_o = \|y\|_o = 1 \) and \( B(x, y) = 0 \). Then, we define an immersion \( x \) of \( \mathbb{R}^2 \) into \( M \) by \( x(t, s) = \pi(\exp tx \cdot \exp sy) \). This immersion \( x \) is an orbit through the point \( o \) under 1-parameter groups generated by some Killing vector fields \( X \) and \( Y \) such that \([X, Y] = 0\). Furthermore, \( x \) is isometric and \( K(X \wedge Y)_{x(t, s)} = 0 \). In particular, \( x \) is totally geodesic.

In fact, for \( k \in K \) and \( z \in m \), let \( Z_{\pi(k)} \) be a vector tangent to a curve \( \pi(\exp tz \cdot k), t \in \mathbb{R}, \) at \( \pi(k) \). Then the vector field \( Z \) on \( M \) is Killing. Furthermore, the curve \( \pi(\exp tz), t \in \mathbb{R}, \) is a geodesic [cf. 3, Th.2.9 and Th.3.3]. Take \( x \) and \( y \) as above, then \([X, Y] = 0 \) and

\[
K(X \wedge Y)_o = K(x \wedge y)_o = g(R(x, y)y, x)_o = (1/4)B([x, y]_m, [x, y]_m) = B([x, y]_o, y, x) = 0 [\text{cf. 3, Th.3.4}].
\]

From \((\nabla X)(X + Y))_o = (\nabla X)_o = (\nabla Y)_o = 0\), the immersion \( x \) is totally geodesic. Furthermore, we can see that the length of \( Y - [g(Y, X)/\|X\|^2]X \) is critical at \( o \).

The following example is connected with Proposition 5.

**Example 5.** Let \( \mathbb{R}^3 = \{(x_1, x_2, x_3) : x_i \in \mathbb{R}\} \). We define a Riemannian metric \( g \) on \( \mathbb{R}^3 \) by

\[
g = \begin{bmatrix}
g_{11} & g_{12} & g_{13} \\
g_{21} & g_{22} & g_{23} \\
g_{31} & g_{32} & g_{33}
\end{bmatrix} = \begin{bmatrix}
1 + \zeta \cos x_3 & \zeta \sin x_3 & 0 \\
\zeta \sin x_3 & 1 - \zeta \cos x_3 & 0 \\
0 & 0 & 1
\end{bmatrix},
\]

where \( g_{ii} = g(e_i, e_i), e_i = \partial/\partial x_i \) and \( 0 < \zeta < 1 \). Then, \( e_1 \) and \( e_2 \) are Killing vector fields on \( \mathbb{R}^3 \). Put \( \bar{Y} = e_2 - (g_{12}/g_{11})e_1 \). Then, \( \|\bar{Y}\| \) attains the minimum on the plane \(|(x_1, x_2, 0)| \) and \((\bar{Y})_{(x_1, x_2, 0)} = (e_2)_{(x_1, x_2, 0)} \). Therefore, an isometric immersion \( x \) of \( \mathbb{R}^3 \) into \( \mathbb{R}^3 \) is given by

\[
x(t, s) = (t/\sqrt{1+\zeta}, s/\sqrt{1-\zeta}, 0).
\]

As for the sectional curvature of the plane spanned by \( e_1 \) and \( e_2 \), we have \( K(e_1 \wedge e_2)_{(x_1, x_2, 0)} = \zeta^2/[4(1-\zeta^2)] \). And we have (see Remark 2.2,(b))

\[
(\nabla e_2)(x_1, x_2, 0) = \zeta/[2(1+\zeta)](e_1)_{(x_1, x_2, 0)},
K(e_2 \wedge e_3)_{(x_1, x_2, 0)} = -\zeta(\zeta+2)/[4(1-\zeta^2)].
\]

As for Lemma, we have

\[
(\nabla e_3)(x_1, x_2, 0) = -2^{-1} \zeta(e_3)_{(x_1, x_2, 0)}.
\]
Thus, we have
\[
\begin{align*}
(\mathcal{R}_{e_1}\mathcal{E}_1)_{(x_1,x_2,0)} &= -\hat{\xi}^2/\left[4(1+\xi)\right](e_1)_{(x_1,x_2,0)}, \\
(\mathcal{R}_{e_2}\mathcal{E}_2)_{(x_1,x_2,0)} &= -\hat{\xi}^2/\left[4(1+\xi)\right](e_2)_{(x_1,x_2,0)}.
\end{align*}
\]

By the above equations and \(g(e_1,e_2)_{(x_1,x_2,0)} = 0\), if we take a curve \(\eta_0 : s \rightarrow (0,s,0), s \in \mathbb{R}\), then there exist vectors \(u\) and \(v\) of \(T_{0}(\mathbb{R}^3)\) such that \(g(u,v) = 0, \|u\| = \|v\|\) and
\[
\begin{align*}
(e_1)_{(0,0,0)} &= \cos \left(\frac{\xi}{2\sqrt{1+\xi}}\right) s (\eta_0)_0 u \\
&\quad + \sin \left(\frac{\xi}{2\sqrt{1+\xi}}\right) s (\eta_0)_0 v, \\
(e_2)_{(0,0,0)} &= 1/\sqrt{1+\xi} \left[\sin \left(\frac{\xi}{2\sqrt{1+\xi}}\right) s (\eta_0)_0 u \\
&\quad - \cos \left(\frac{\xi}{2\sqrt{1+\xi}}\right) s (\eta_0)_0 v\right].
\end{align*}
\]

We note that this is also an example of 3-torus \((T^3,g)\).

The following example is connected with Proposition 4.

**Example 6.** Let \((M,g)\) be a warped product of \(S^3\) and \(S^1\) defined by
\[
\begin{align*}
M &= S^3 \times S^1 = \{(a,\mathbf{u}) \mid a \in S^3 \text{ and } \mathbf{u} = \exp(\sqrt{-1} \theta)\} \\
&= \{(a_1,a_2,a_3,a_\theta) \mid a_\theta R \text{ such that } \sum a_i^2 = 1\},
\end{align*}
\]

\[g_{(a,\mathbf{u})} = \sum_{i=1}^{4} (da_i)^2 + f(a)(da_\theta)^2,\]

where \(f(a)\) is a positive function on \(S^3\). Let \(r(a) = a_1^2 + a_2^2\). We take \(f(a) = h[r(a)]\). In particular, for a sufficiently small \(\epsilon > 0\), we take
\[
(1) \quad h(r) = \begin{cases} 
1-16(r-1/4)+34(r-1/4)^3 & \text{for } |r-1/4| < \epsilon \\
1 & \text{for } r \in [0,1].
\end{cases}
\]

Put
\[
\begin{align*}
\left[(X)_{(a,\mathbf{u})}\right] &= (-a_2 \partial/\partial a_1 + a_3 \partial/\partial a_2 - a_4 \partial/\partial a_3 + a_3 \partial/\partial a_4 + \partial/\partial \theta)_{(a,\mathbf{u})}, \\
\left[(Y)_{(a,\mathbf{u})}\right] &= (-a_2 \partial/\partial a_1 + a_3 \partial/\partial a_2 + a_4 \partial/\partial a_3 - a_3 \partial/\partial a_4)_{(a,\mathbf{u})}.
\end{align*}
\]

Let \(\pi : M \to S^3\) be a projection given by \(\pi[(a,\mathbf{u})] = a\). For a vector field \(\mathbf{w}\) on \(S^3\), let \(\mathbf{w}\) be a vector field on \(M\) such that \(\pi_* (\mathbf{w}) = \mathbf{w}\) and \(g(\mathbf{w}, \partial/\partial \theta) = 0\). Put \(\pi_* (X) = x\) and \(\pi_* (Y) = y\), then \(X = \ddot{x} + \partial/\partial \theta\) and \(Y = \ddot{y}\). \(X\) and \(Y\) are Killing vector fields on \(M\) such that \([X,Y] = 0\), and \(X\) and \(Y\) are linearly independent.

Put \(\ddot{Y} = Y - \left[g(Y,Y)/\|Y\|^2\right]X\), then the norm \(\|\ddot{Y}\|\) attains a local minimum at a point \((a,\mathbf{u})\) such that \(r(a) = 1/4\). Put \(N = \{(a,\mathbf{u}) \in M \mid r(a)\)
\[ g(Y, X) = \frac{1}{4}. \] For a point \( p \) of \( N \), we have \( g(Y, X)/\|X\|^2 = -1/4 \).

Put \( Z = Y + (1/4)X \), then an integral curve \( \eta_0 : s \rightarrow x(s), \ s \in \mathbb{R} \), of \( Z \) through a point \( p \) of \( N \) is a geodesic in \( M \). Then, there exists a system \( \{ u, v, e \} \) of vectors in \( T_p(M) \) such that \( |Z, u, v, e| \) is an orthogonal in \( T_p(M) \) and \( \|u\| = \|v\| \). Furthermore, if \( p = \sqrt{69}/4 \), we have

\[
\begin{align*}
(X)_{x(s)} &= \cos(\eta_0)^s u + \sin(\eta_0)^s v + (\eta_0)^s e \\
(\eta_0)^s e &= (1/23)(14(\bar{x} - 4\bar{y}) + 60Z)_{x(s)}.
\end{align*}
\]

We denote by \( \bar{V} \) the covariant differentiation with respect to \( g \), then we have

\[
\begin{align*}
\|K(X \wedge Z)_{x(s)}\| &= c^2(\|X - (\eta_0)^s e\|^2/\|Z\|^2/\|X\|^2)(x(s)) > 0 \\
K[(\eta_0)^s e \wedge Z]_{x(s)} &= 0, \quad K([\bar{V}X \wedge Z]_{x(s)}) = 261/128 > 0.
\end{align*}
\]

Furthermore, we have that, at a point \( (x, u) \) such that \( |r(x) - 1/4| < \epsilon_1 \) \((0 < \epsilon_1 < \epsilon)\), all sectional curvatures are non-negative, i.e., \( K(\bar{x} \wedge \partial/\partial \theta) = 0, K(\bar{y} \wedge \partial/\partial \theta) = 0 \) and \( K(\bar{V}_i \bar{y} \wedge \partial/\partial \theta) > 0 \).

We shall show the above statement. The vector fields on the standard sphere \( S^3 \)

\[
\begin{align*}
x &= -a_1 \partial/\partial a_1 + a_1 \partial/\partial a_2 - a_2 \partial/\partial a_3 + a_3 \partial/\partial a_4 \\
y &= -a_2 \partial/\partial a_1 + a_1 \partial/\partial a_2 + a_2 \partial/\partial a_3 - a_3 \partial/\partial a_4
\end{align*}
\]

are infinitesimal vector fields given by 1-parameter groups

\[
\begin{align*}
\phi_1 &= \begin{bmatrix} \exp (\sqrt{-1} t) & 0 \\
0 & \exp (\sqrt{-1} t) \end{bmatrix}, \\
\phi_2 &= \begin{bmatrix} \exp (\sqrt{-1} t) & 0 \\
0 & \exp (-\sqrt{-1} t) \end{bmatrix},
\end{align*}
\]

respectively. (We used the same notations as in Example 2.) Therefore, \([x, y] = 0 \) and every integral curves of \( x \) and \( y \) are geodesics in \( S^3 \).

At a point \( p \) of \( N \), the norm \( \|\bar{V}\| \) attains a local minimum. In fact, we have \( \|\bar{V}\|^2 = 1 - (2\tau - 1)^2/(1 + h(r)) \), \( \|\bar{V}\|^2 \neq 0 \) and \( \|\bar{V}\|^2 \neq 1/4 \). Therefore, the curve \( \eta_0 \) is a geodesic [see \( \S \, 3, \) Prop.6 and Lemma 3.1].

We denote by \( \bar{V} \) the covariant differentiation of \( S^3 \). Then, we have \((\bar{V}_i \bar{w})_{x(u)} = (\bar{V}_i \bar{w})_{x(u)} \). Furthermore, we denote by \( \bar{V} \) the covariant differentiation of Euclidian space \( \mathbb{R}^4 \). Put \( e_i = \partial/\partial a_i - \partial a_i/\partial a_i \), where \( a = \sum_{i=1}^4 a_i \partial/\partial a_i \).
then

\[ \mathcal{V}_e e_j = T(S^3) \text{- component of } \mathcal{V}_e e_j = -a_i e_i. \]

Using the above notations, we have

\[ \begin{align*}
  x &= -a_1 e_1 + a_2 e_2 - a_3 e_3 + a_4 e_4 \\
  y &= -a_2 e_1 + a_1 e_2 + a_3 e_3 - a_4 e_4.
\end{align*} \]

We have, at a point \((a, u)\) such that \(r(a) \neq 0\) or \(r(a) \neq 1\),

\[ \begin{bmatrix}
  \mathcal{V}_{\partial/\partial \theta} (\mathcal{V} e_0) = (1/2) h (\mathcal{V} e_0) \\
  \mathcal{V}_{\partial/\partial \theta} (\mathcal{V} e_1) = -h/2 h g (w, \mathcal{V} e_1) \partial/\partial \theta
\end{bmatrix}. \]

**Proof of (5).** Using \([\partial/\partial \theta, w] = 0\), we have

\[ \begin{bmatrix}
  2g(\mathcal{V}_{\partial/\partial \theta} (\mathcal{V} e_0), w) = -w \cdot g(\mathcal{V} e_0, \mathcal{V} e_0) = -w \cdot h \\
  2g(\mathcal{V}_{\partial/\partial \theta} (\mathcal{V} e_1), \mathcal{V} e_0) = 0 \\
  2g(\mathcal{V}_{\partial/\partial \theta} (\mathcal{V} e_0), \mathcal{V} e_1) = w \cdot g(\mathcal{V} e_0, \mathcal{V} e_1) = w \cdot h
\end{bmatrix}. \]

Since \(h\) is a function with respect to \(r\), we have \(w \cdot h = 0\) for \(w = x\) or \(y\), and \(w \cdot h \neq 0\) only for \(w\) such that \(g(w, \text{grad } r) \neq 0\). By \(g(\mathcal{V} e_0, x) = 0\), \(\mathcal{V} e_0\) and \(\text{grad } r\) are linearly dependent at each point \(a\) such that \(r(a) \neq 0\) or \(r(a) \neq 1\). Therefore, we shall calculate \(\mathcal{V} e_0 \cdot r\) and \(\| \mathcal{V} e_0 \|^2\).

We have, by (2), (3) and (4),

\[ \mathcal{V} e_0 = -a_1 e_1 - a_2 e_2 + a_3 e_3 + a_4 e_4 + a_2 a_1 x - a_1 a_2 x - a_4 a_3 x + a_3 a_4 x \]

\[ = -a_1 e_1 - a_2 e_2 + a_3 e_3 + a_4 e_4. \]

Thus, we have

\[ \| \mathcal{V} e_0 \|^2 = 4r(1 - r) \text{ and } \mathcal{V} e_0 \cdot r = -4r(1 - r). \]

Therefore, we have (5).

**Proof of (7).** We have already shown the first equality in Proof of (5).
By (2) and (3), we have
\[
\mathcal{V}^2_y = \mathcal{V}_x[-a_1e_1 - a_2e_2 + a_3e_3 + a_4e_4] \\
= a_2e_1 - a_1e_2 - a_4e_3 + a_3e_4 + (a_1^2 + a_2^2 - a_3^2 - a_4^2)x \\
= -y + (2r - 1)x.
\]
The other equalities in (7) are obtained in the same way.

We have, at a point \( p \) of \( N \),
\[
\begin{cases}
\mathcal{V}_y X = -\mathcal{V}_y y \\
\mathcal{V}^2 X = (1/8)[21\overline{x} + 54\overline{y}] - 6Z \\
\mathcal{V}^2 X = (69/16)(\mathcal{V}_y y).
\end{cases}
\] (8)

Proof of (8). By \( Z = \overline{y} + (1/4)\overline{x} + (1/4)\partial/\partial \theta \), (5) and (7), we have
\[
\mathcal{V}_y X = (\mathcal{V}_x x) + (1/4)\mathcal{V}_{x/\theta}(\partial/\partial \theta) \\
= (\mathcal{V}_x x) + (1/8)h(\mathcal{V}_y y).
\]
Therefore, we have \( \mathcal{V}_y X = -\mathcal{V}_y y \) at a point \( p \) of \( N \). And we have, at a point \( p \) of \( N \),
\[
\mathcal{V}^2 X = -[\mathcal{V}_y \overline{y} + (1/4)\mathcal{V}_x \overline{x} y + (1/4)\mathcal{V}_{x/\theta}(\mathcal{V}_y y)] \\
= [\overline{x} + (1/2)\overline{y}] + (1/4)[\overline{y} + (1/2)\overline{x}] - (3/2)\partial/\partial \theta \\
= (1/8)[21\overline{x} + 54\overline{y}] - 6Z.
\]
In the same way, we have the last equality in (8).

By (8), put \( c = \sqrt{69}/4 \), then there exist vectors \( u \) and \( v \) of \( T_p(M) \) such that \( g(u, v) = 0 \), \( \|u\| = \|v\| \). And they satisfy
\[
(\mathcal{V}_y X)_{x(y)} = c[-\sin cs(\eta_o)^{\delta} u + \cos cs(\eta_o)^{\delta} v].
\]
Therefore, there exists a vector \( e \) of \( T_p(M) \) such that
\[
(X)_{x(y)} = \cos cs(\eta_o)^{\delta} u + \sin cs(\eta_o)^{\delta} v + (\eta_o)^{\delta} e.
\]
By (8), we have
\[
(\eta_o)^{\delta} e = (X)_{x(y)} + (16/69)[(1/8)[21\overline{x} + 54\overline{y}] - 6Z]_{x(y)} \\
= (1/23)[14\overline{x} - 56\overline{y} - 60Z]_{x(y)}.
\]
The equations of sectional curvature stated before are easily shown from (5) and (6).
3. Proof of propositions

In this section, we shall prove Lemma and Propositions in § 2. The number of Proposition is same as in § 2, but the number of Lemma and Remark is different from one in § 2. At first, we shall start with the following known Proposition [cf. 4, p.65 Rem.].

Proposition 6. Let \( X \) be a Killing vector field on \( M \). Then, we have the following facts:

1. The norm \( \| X \| \) of \( X \) is constant along each integral curve of \( X \).
2. Let \( p \) be a point in \( M \) at which the square norm \( \| X \|^2 \) of \( X \) is critical and \( X_p \neq 0 \). Then, the integral curve of \( X \) through \( p \) is a geodesic in \( M \).

Let \( X \) and \( Y \) be Killing vector fields on a compact Riemannian manifold \( M \) such that \( [X, Y] = 0 \). We assume that \( X \) and \( Y \) do not have zero on \( M \). Let \( \bar{Y} \) be a vector field on \( M \) defined by

\[
\bar{Y} = Y - \frac{g(Y, X)}{\| X \|^2} X.
\]

Then, there exists a point \( p \) of \( M \) at which the square norm \( \| \bar{Y} \|^2 \) of \( \bar{Y} \) is critical. (For a while, we only assume that \( \| \bar{Y} \|^2 \) is critical at \( p \). But, later we add the assumption that \( \| \bar{Y} \|^2 \) attains a local minimum at \( p \).)

Proposition 1. If \( \bar{Y}_p = 0 \), then the integral curves of \( X \) and \( Y \) through \( p \) coincide (as the image of curves).

Proof of Proposition 1. Because that \( X \) and \( Y \) are Killing and \( [X, Y] = 0 \), we have \( X \cdot g(X, X) = 0 \), \( X \cdot g(Y, X) = g([X, Y], X) = 0 \) and \( X \cdot g(Y, Y) = 2g([X, Y], Y) = 0 \). Therefore, by \( Y_p = [g(Y, X)/\| X \|^2](p)X_p \), we have \( Y = cX \) along the integral curve of \( X \) through \( p \), where \( c = [g(Y, X)/\| X \|^2](p) \).

q.e.d.

We assume \( X_p \neq 0 \), \( Y_p \neq 0 \) and \( \bar{Y}_p \neq 0 \). Then, put

\[
Z = Y - \frac{g(Y, X)}{\| X \|^2}(p)X.
\]

The vector field \( Z \) is also Killing. Let \( \phi_t \mid_{t \in \mathbb{R}} \) (resp. \( \phi_t \mid_{s \in \mathbb{R}} \)) be a 1-parameter group of isometries generated by \( X/\| X \|(p) \) (resp. \( Z/\| Z \|(p) \)).
Lemma 3.1. The norm \( \| Z \| \) (resp. \( \| \bar{Y} \| \)) of \( Z \) (resp. \( \bar{Y} \)) is critical at each point \( q \) of the integral curve of \( Z \) through \( p \), and \( g(Z, X) = 0 \) along its curve. Furthermore, if we assume that the norm \( \| \bar{Y} \| \) attains a local minimum at \( p \), then \( \| Z \| \) (resp. \( \| \bar{Y} \| \)) also attains the local minimum at each point \( q \) of the integral curve of \( Z \) through \( p \).

**Proof of Lemma 3.1.** Put \( c = [g(Y, X)/\| X \|^2](p) \). We have
\[
Z = Y - [g(Y, X)/\| X \|^2]X + [g(Y, X)/\| X \|^2 - c]X
= \bar{Y} + [g(Y, X)/\| X \|^2 - c]X.
\]
By \( g(\bar{Y}, X) = 0 \), we have \( \| Z \| \geq \| \bar{Y} \| \). Furthermore, by \( \| Z \|(p) = \| \bar{Y} \|(p) \) and \( Z \cdot g(X, X) = Z \cdot g(X, Y) = Z \cdot g(Y, Y) = 0 \), we have Lemma. \( \quad \) \( q.e.d. \)

We only consider the case that \( M \) has the following Killing vector fields \( X \) and \( Z \);

\[
\begin{align*}
1. \quad & [X, Z] = 0, \; g(X, Z)(p) = 0. \\
2. \quad & X_p \neq 0, \; Z_p \neq 0. \\
3. \quad & \text{The norm } \| Z \| \text{ is critical at the point } p.
\end{align*}
\]

For the simplicity, we replace \( Z/\| Z \| (p) \) (resp. \( X/\| X \| (p) \)) with \( Z \) (resp. \( X \)). We define an immersion \( x \) of \( \mathbb{R}^2 \) into \( M \) by
\[
x(t, s) = \phi_t(\phi_s(p)) \quad \text{for } (t, s) \in \mathbb{R}^2.
\]

**Proposition 2.** The immersion \( x \) is isometric and
\[
K(X, Z) = g(\nabla_t X, \nabla_s X) \quad \text{on } x(\mathbb{R}^2).
\]

**Proof of Proposition 2.** For each \( s \) of \( \mathbb{R} \) (resp. \( t \) of \( \mathbb{R} \)), we denote by \( x(t, s) \) (resp. \( x(t, \tilde{s}) \)) the vector tangent to the curve \( x(t, s) \), \( t \in \mathbb{R} \), (resp. \( x(t, s), \; s \in \mathbb{R} \)) at each point \( x(t, s) \). Then, we have
\[
x(i, s) = (\phi_t \phi_s) \ast X_p, \; x(t, \tilde{s}) = (\phi_t \phi_s) \ast Z_p.
\]
Thus, we have
\[
\begin{align*}
\langle \partial/\partial t, \partial/\partial t \rangle_{\mathbb{R}^2} &= 1 = g(X, X)(p) = g(x(i, s), x(i, s)) \\
\langle \partial/\partial s, \partial/\partial s \rangle_{\mathbb{R}^2} &= 1 = g(Z, Z)(p) = g(x(t, \tilde{s}), x(t, \tilde{s})) \\
\langle \partial/\partial t, \partial/\partial s \rangle_{\mathbb{R}^2} &= 0 = g(X, Z)(p) = g(x(i, s), x(t, \tilde{s})).
\end{align*}
\]
This shows that the immersion $x$ is isometric.

We shall prove the equality (2). We consider the following equations on $x(R^3)$:

$$K(X \wedge Z) = g(R(X,Z)Z,X) = g(V_1V_2Z - V_2V_1Z,X)$$

$$= -Z \cdot g(V_2X,X) + g(V_1Z,V_2X) = g(V_2X,V_2X),$$

because of $V_2Z = 0$, $(\phi_t)\ast(V_2Z) = V_2Z$ and $(\phi_b)\ast(V_1Z) = V_1Z$.

$q.e.d.$

**Lemma 3.2.** Let $\eta_b : s \rightarrow x(s)$, $s \in R$, be an integral curve of $Z$ through $p$, i.e., $x(s) = \phi_b(p)$. Put $A_s = (\eta_b)_s^\circ[(\phi_b)_s^\circ]\rho$, where $(\eta_b)_s^\circ$ denotes the parallel translation of $T_{x(s)}(M)$ onto $T_p(M)$ along the curve $\eta_b$. Then, there exist an orthonormal basis $\{u'_1, v'_1, \ldots, u'_k, v'_k, w_1, \ldots, w_l\}$ of $T_p(M)$ and non-zero real numbers $\{p_1, \ldots, p_k\}$ such that $A_s$ is represented, with respect to this basis of $T_p(M)$, as

$$A_s = \begin{bmatrix}
I_1(s) & I_2(s) & \cdots & 0 \\
0 & I_2(s) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & I_k(s) \\
1 & 1 & \cdots & 1
\end{bmatrix},$$

where

$$I_i(s) = \begin{bmatrix}
\cos p_i s & -\sin p_i s \\
\sin p_i s & \cos p_i s
\end{bmatrix}.$$

Furthermore, if $X_p = \sum r_i u'_i + \sum s_i v'_i + \sum t_i w_i$, then

$$X_{x(s)} = \sum [\cos p_i s(\eta_b)_s^\circ(r_i u'_i + s_i v'_i)$$

$$+ \sin p_i s(\eta_b)_s^\circ(-s_i u'_i + r_i v'_i)] + \sum t_i(\eta_b)_s^\circ w_i.$$

**Remark.** In Lemma 3.2, put

$$(3) \quad X_{x(s)} = \sum [\cos p_i s(\eta_b)_s^\circ u_i + \sin p_i s(\eta_b)_s^\circ v_i] + (\eta_b)_s^\circ e,$$

then $\|u_i\| = \|v_i\|$ (i = 1, \ldots, k) and $\|Z_p, u_1, v_1, \ldots, u_k, v_k, e\|$ is an orthogonal
system in $T_p(M)$.

Proof of Lemma 3.2 and Remark. Since $\psi_0$ is isometric, we have $A_s \in O(T_p(M))$ for each $s$ of $\mathbb{R}$ and $[(\psi_{s_1})_*]_{\rho}(\eta_0)^{s_1}_{\rho} = (\eta_0)^{s_1 + s_2}_{\rho}[(\psi_{s_2})_*]_{\rho}$. Thus, we have

$$A_{s_1} \cdot A_{s_2} = (\eta_0)^{s_1}_{\rho}[(\psi_{s_1})_*]_{\rho}(\eta_0)^{s_2}(\psi_{s_2})_*]_{\rho}$$
$$= (\eta_0)^{s_1}_{\rho}(\eta_0)^{s_1 + s_2}_{\rho}[(\psi_{s_1})_*]_{\rho}(\psi_{s_2})_*]_{\rho}$$
$$= A_{s_1 + s_2}.$$

Thus, $|A_s|_{s \in \mathbb{R}}$ is a 1-parameter group of $SO(T_p(M))$. Therefore, we can take an orthonormal basis of $T_p(M)$ stated in Lemma. Furthermore, by $(\psi_0)_*X = X, (\nabla Z)_{x(s)} = 0$ and $g(X,Z)(p) = 0$, we have Lemma and Remark.

q.e.d.

At the equation (3), put

$$(X_1)_{x(s)} = \sum [\cos p_i s(\eta_0)^{s}_{\rho} u_i + \sin p_i s(\eta_0)^{s}_{\rho} v_i]$$

for $s$ of $\mathbb{R}$.

Proposition 3. If $(X_1)_p = 0$, then $(X)_{x(s)} = (\eta_0)^{s}_{\rho} X_p$ and $K(X \wedge Z) = 0$ on $\eta_0$.

This Proposition 3 directly follows from Proposition 2.

Proposition 4. We take the point $p$ at which the norm $\|\bar{Y}\|$ attains a local minimum. At the equation (3), assume $(X_1)_p \neq 0$ and $e \neq 0$. Then, $K(Z \wedge (\eta_0)^{s}_{\rho} e)$ is non-positive constant along $\eta_s$.

Proof of Proposition 4. We take a curve $y(t)$, $t \in (-\varepsilon, \varepsilon)$ ($\varepsilon > 0$), such that $y(0) = p$ and $y(\hat{0}) = e$. Fix some $s (0 > s)$. For each $t \in (-\varepsilon, \varepsilon)$, let $\tau_t$ be an integral curve of $Z$ through the point $y(t)$, i.e., $\tau_t: r \to \psi_r[y(t)]$, $0 \leq r \leq s$. From Lemma 3.2 and Remark, $[(\psi_r)_*]_{\rho} e = (\eta_0)^{s}_{\rho} e$ holds. Therefore, the variation $|\tau_t|_{t \in (-\varepsilon, \varepsilon)}$ of the curve $\eta_s|_{[0,s]}$ has the infinitesimal variation vector field $$(\eta_0)^{s}_{\rho} e (0 \leq r \leq s) \text{ along } \eta_s|_{[0,s]}$$ where we denote by $\eta_s|_{[0,s]}$ the curve $\eta_s$ restricted, as the parameter space, to the closed interval $[0,s]$. Put $\psi_r[y(t)] = y(t,r)$. Since the norm $\|Z\|$ attains the local minimum at $x(r)$ for each $r$ (by Lemma 3.1), we have
\[ L(\eta_0|_{\alpha,\beta}) = \int_0^s \|Z[\eta(r)] dr = \|Z(p) s \]
\[ \leq \|Z[y(t)] s = \int_0^s \|Z[y(t,r)] dr = L(\tau_i) \].

Furthermore, we have
\[ [dL(\tau_i)/dt]_{t=0} = \int_0^s g(\mathcal{V}_{\eta_0}(\eta_0)^{\rho} e, \dot{\eta}_0)[x(r)] dr = 0. \]

Thus, we have
\[ (4) \quad [d^2 L(\tau_i)/dt^2]_{t=0} = 0. \]

We shall calculate the second variation, precisely. Then, by \(g(e, Z)(p) = 0, \) we have
\[ [d^2 L(\tau_i)/dt^2]_{t=0} \]
\[ = \int_0^s \|\mathcal{V}_{\eta_0}(\eta_0)^{\rho} e\|^2 - g[R((\eta_0)^{\rho} e, \dot{\eta}_0, \eta_0)^{\rho} e] [x(r)] dr \\
+ g(\mathcal{V}_{\eta_0,\alpha} y(t, s), \dot{\eta}_0)[x(s)] - g(\mathcal{V}_{\eta_0,\alpha} y(t, 0), \dot{\eta}_0)[x(0)]. \] (5)

In (5), by \((\phi_0)*[\mathcal{V}_{\eta_0,\alpha} y(t, 0)] = \mathcal{V}_{\eta_0,\alpha} y(t, s), \) we have
\[ g(\mathcal{V}_{\eta_0,\alpha} y(t, s), \dot{\eta}_0)[x(s)] = g(\mathcal{V}_{\eta_0,\alpha} y(t, 0), \dot{\eta}_0)[x(0)]. \]

Thus we have, by (4) and (5),
\[ 0 \leq [d^2 L(\tau_i)/dt^2]_{t=0} \]
\[ = -\int_0^s g[R((\eta_0)^{\rho} e, \dot{\eta}_0, \eta_0)^{\rho} e] [x(r)] dr \\
= -sg(R(e, \dot{\eta}_0, \eta_0, e)(p), \]
because that \(g[R((\eta_0)^{\rho} e, \dot{\eta}_0, \eta_0)^{\rho} e] [x(r)] \) is independent of \(r. \)

\textbf{q.e.d.}

\textbf{Proposition 5.} We take the point \(p \) at which the norm \(\|\dddot{Y}\| \) attains a local minimum. At the equation (3), assume \(e = 0. \) Then, we have that \(K(Z \wedge W) \) is negative constant along \(\eta_0, \) where
\[ W_{\eta_0} = \sum p_i^{-1}[\sin p_i s(\eta_0)^{\rho} u_i - \cos p_i s(\eta_0)^{\rho} v_i]. \]
Proof of Proposition 5. We take a sufficiently small neighborhood $N$ of $p$. $N^*$ denotes the set of integral curves of $X$ in $N$. Let $\pi : N \to N^*$ denote a mapping which transfers a point $q$ of $N$ to an integral curve of $X$ through $q$. Then, $N^*$ has a Riemannian metric $g^*$ naturally, and then $\pi$ becomes a Riemannian submersion with respect to $g$ and $g^*$. We denote by $\nabla^*$ and $R^*$ the covariant differentiation and curvature of $N^*$ respectively.

For some $s$ of $R$, we have $\eta_0|_{[r,s]} \subset N$. Then, by $g(\eta_0, X) = 0$ and $\nabla_{\eta_0} \eta_0 = 0$, the curve $\pi(\eta_0|_{[r,s]})$ is a geodesic in $N^*$. Put $\eta_0^* = \pi(\eta_0|_{[r,s]})$.

We take a curve $y(t)$, $-\varepsilon < t < \varepsilon$, such that $y(0) = p$, $y(0) = W_0$ and $g(y(t), X)[y(t)] = 0$. In fact, we can take such a curve $y(t)$, because of $g(W, X)(p) = 0$. For each $t \in (-\varepsilon, \varepsilon)$, let $\tau_t$ be an integral curve of $Z$ through the point $y(t)$, i.e., $\tau_t : r \to \psi_r[y(t)]$, $0 \leq r \leq s$. Put $\psi_r[y(t)] = y(t, r)$. Then, by Lemma 3.2, the variation $|\tau_t|_{t \in (-\varepsilon, \varepsilon)}$ of the curve $\eta_0|_{[r,s]}$ has the infinitesimal variation vector field $W$ along $\eta_0|_{[r,s]}$.

Put $\pi(\tau_t) = \tau_t^*$. Then, $\tau_t^*$ is an integral curve of $\pi^*(Z) = \pi^*(\tilde{Y})$. Furthermore, $\tilde{Y}$ is the horizontal lift of $\pi^*(\tilde{Y})$ with respect to $\pi : N \to N^*$. By Lemma 3.1, the norm $\|\tilde{Y}\|$ attains the local minimum at $x(r)$ for each $r$. Therefore, we have

$$L(\eta_0^*) = \int_0^s \|\tilde{Y}\|(x(r)) dr = \|\tilde{Y}\| s \leq \|\tilde{Y}\|(y(t))$$

$$= \int_0^s \|\tilde{Y}\|(y(t, r)) dr = L(\tau_t^*).$$

And, by $g(W, X)[x(r)] = 0$, $g(Z, X)[x(r)] = 0$ and $g(\nabla W, Z)[x(r)] = 0$, we have

$$[dL(\tau_t^*)/dt]_{t=0}$$

$$= \int_0^s g^*(\nabla_{\eta_0^*} W^*, \dot{\eta}_0^*)[\pi(x(y))] dr$$

$$= \int_0^s g(\nabla_{\eta_0} W, \dot{\eta}_0)[x(r)] dr = 0,$$

where $\pi^*(W) = W^*$ and $\pi^*(\dot{\eta}_0) = \dot{\eta}_0^*$. Thus, we have

$$[d^2 L(\tau_t^*)/dt^2]_{t=0} \geq 0. \tag{6}$$

We shall calculate the second variation, precisely. Then, by $g^*(W^*, \dot{\eta}_0^*)[\pi(x(y))] = g(W, Z)[x(r)] = 0$, we have
(7) \[ \left[ d^2L(\tau^*)/dt^2 \right]_{t=0} \]
\[ = \int_0^s \left[ \| \mathcal{P}_{\alpha_0}W^* \|^2 - g^*(R^*(W^*, \dot{\eta}^*), \dot{\eta}^*, W^*) \right][\pi(x(r))]dr \]
\[ + g^*(\mathcal{P}_{\alpha_0}^*, \dot{\eta}^*(t, s), \dot{\eta}^*)[\pi(x(s))] \]
\[ - g^*(\mathcal{P}_{\alpha_0}^*, \dot{y}^*(t, 0), \dot{\eta}^*)[\pi(x(0))] \]
where \( \pi_*(y(t, r)) = y^*(t, r) \). In (7), by \((\varphi_0)_*[\mathcal{P}_{\alpha_0, \alpha_0}y(t, 0)] = \mathcal{P}_{\alpha_0, \alpha_0}y(t, s), g(y(t, s), X)[y(t, s)] = 0 \) and \( g(Z, X)[x(r)] = 0 \), we have

\[ g^*(\mathcal{P}_{\alpha_0}^*, \dot{y}^*(t, s), \dot{\eta}^*)[\pi(x(s))] - g^*(\mathcal{P}_{\alpha_0}^*, \dot{y}^*(t, s), \dot{\eta}^*[\pi(x(0))]) \]
\[ = g(\mathcal{P}_{\alpha_0, \alpha_0}y(t, s), \dot{\eta}^*), \dot{x}(s) - g(\mathcal{P}_{\alpha_0, \alpha_0}y(t, 0), \dot{\eta}^*), \dot{x}(0) = 0 \]

and

\[ \| \mathcal{P}_{\alpha_0}^*W^* \|^2[\pi(x(r))] = \| \text{horizontal part of } \mathcal{P}_{\alpha_0}W \|^2[\pi(x(r))] \]
\[ = \| \text{horizontal part of } X \|^2[\pi(x(r))] = 0. \]

Furthermore, by O'Neill [7], we have

\[ g^*(R^*(W^*, \dot{\eta}^*), \dot{\eta}^*, W^*)[\pi(x(r))] \]
\[ = g(R(W, \dot{\eta}^*), \dot{\eta}^*, W)[x(r)] + 3 \| \text{vertical part of } \mathcal{P}_{\alpha_0}W \|^2[x(r)] \]
\[ = g(R(W, \dot{\eta}^*), \dot{\eta}^*, W)[x(r)] + 3 \| X \|^2[x(r)]. \]

By (6), (7), (8), (9) and (10), we have

\[ - \int_0^s \left[ g(R(W, \dot{\eta}^*), \dot{\eta}^*, W) + 3 \| X \|^2[\pi(x(r))] \right]dr \]
\[ = -s \left[ g(R(W, \dot{\eta}^*), \dot{\eta}^*, W) + 3 \| X \|^2(p) \right] \geq 0. \]

Thus we have

\[ g(R(W, \dot{\eta}^*), \dot{\eta}^*, W)(p) = g(R(W, \dot{\eta}^*), \dot{\eta}^*, W)[x(r)] < 0. \]

q.e.d.
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